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3
Semantic relations
Modeling the lexicon

A (critical) look at WordNet

Semantic Relations

Lexicon: labeling of concepts
Labeled concepts are salient

Concepts differ in systematic ways:
contrasts and similarities

Consistent differences = relations

Types of relations

» paradigmatic relations: related terms are
substitutable for each other (same POS)

* syntagmatic relations: related terms co-
occur in a context (different POS)

Avre relations real?

Traditional dictionary definitions reflect
relations:

an X is a kind/type of (a) Y
an Xisapartof (@Y
X:inotY

etc.

Al/KR

» KR must be economical!

 Humans “know" tens of thousands of
concepts

* Knowledge encompasses lexical (word)
knowledge and encyclopedic (world)
knowledge

11




Al/KR

Minimal knowledge about concepts:
« Xisakind of Y

* X Yslpeople Y X

* Xis Y/has property Y

* These types of knowledge are encoded by nouns,
verbs, and adjectives, respectively

» WordNet builders focused on these 3 major POS

Linguistic Assumptions

» Lexicon can be mapped as giant matrix
* Rows are sets of synonyms

« Columns are distinct senses of the same
word form

* Matrix is sparsely populated

Psycholinguistic Evidence for
Relations

* Word association norms (robust!)

« Co-occurrence patterns in text (esp.
antonymy)

* Patterns of loss and sparing in aphasia

Starting WordNet

* Separate wordnets for each POS--a good
idea?

Psycholinguistic evidence is inconclusive
--association norms show approx. 50%
cross-category responses

--some aphasias (but not all) affect one POS
only

°

Focus on Verbs

* Approx. twice as polysemous as nouns
* Interesting class-based behavior
* Relate arguments

Relations

Semantic-conceptual: link entire synsets

Lexical: link single lexemes (esp. antonyms)

Morphological: link single lexemes across
POS (run-runner, demonstrate-
demonstration, demonstrative,
demonstrable,...)
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Choosing relations for WordNet

* Choice of encoded relations was guided by -
--traditional dictionary definitions

--experimental evidence (Chaffin &
Fellbaum)
--textual co-occurrence patterns like

“X's and other y's”

“Manner” as a semantic feature

* Long believed to be a primitive (Wierzbicka,
Jackendoff, Levin & Rappaport Hovav,
Krifka, et al.)

* Believed to be part of LCS of many verbs
* Believed to affect syntax
* But: never analyzed or explicated!

Experimental evidence for
“manner” relation (troponymy)

Four experiments:

(1) When presented with pairs of verbs that
experimenters had selected as
exemplifying troponyms and asked to
formulate the relation, subjects
overwhelmingly mentioned “manner/way
of”

No further distinctions!

“Manner” in Talmy (1985)

o Claim: virtually all human languages encode
motion verbs in one of two patterns:

English, Chinese,..conflate fact of motion and
manner; express path in adjuncts (I ran/walked
into the room)

Romance, Greek, Semitic,...conflate fact of motion
with path; express manner in adjuncts (I entered
the room running/walking)

These facts point to the salience of “motion”

(2) Subjects sorted verbs written on cards into pairs
based on troponymy

(3) Subjects were given verbs and asked to respond
with the first verb that comes to mind:
overwhelming response were troponyms

(4) Analogy task: given pairs or verbs related in
various ways, create new pairs. Best performance
for troponymically related pairs.

But: troponymy is polysemous

Different kinds of semantic elaboration
depending of semantic field/domain

Motion verbs elaborate features like
speed (walk-run)

means (truck, bike, train)

medium (fly, swim)

13




+ Communication verbs elaborate features
like

--intention (examine, confess, preach)

--medium (fax, e-mail, phone)

Evidence for an additional
relation

Type-role distinction among
nouns

Pet, customer, husband, laundry, groceries,..
Current WordNet treatment:

(1) a husky is a kind of dog

(2) a husky is a kind of working dog

What's wrong?

(2) is defeasible, (1) is not:

*This husky is not a dog

This husky is not a working dog

Type vs. Role nouns

 Types are stable, roles are dependent on
context, indidividual, time

» WordNet(s) should not conflate types and
roles but distinguish these two kinds of
hyponymy relations!

Proposal for an analogical
relation in the verb lexicon

* Two distinct types of manner relations:
Manner and purpose/function

Examples

(1) jog/swim/bike/run...are manners of
moving

(2) jog/swim/bike/run..are manners of
exercising

(3) lecturing is a manner of talking

(4) lecturing is a manner of teaching

(1) and (3) are necessarily true; (2) and (4) are

not

14




Examples

Similarly, scrub, wipe,..are necessarily
manners of touching/manipulating but not
necessarily manners of cleaning:

She wiped/scrubbed the table but she didn’t
clean it

*She wiped/scrubbed the table but she didn't
touch it

Just as one recognized huskies as dogs, but not
necesssarily as pets, so one recognizes a
running/walking/biking event as a moving event,
but not necessarily as an exercising event

The “working dog/exercise” component is notionally
dependent and does not provide an identity
criterion

 Hypernyms with defeasible troponyms
(clean, treat, protect, exercise,..) can be
called “purpose” or “function” verbs, since
they always encode a purpose or goal.

(They are telic!)

How to represent the distinction?

* One possibility: two superordinates: one
type, one purpose
* Result (undesirable?): tangled hierarchy

» Better: distinguish relations and encode as
such

* Result: parallel hierarchies

Characterizing Purpose Verbs

« Cruse cites “expectation” for type/role
distinction among nouns

* But: how is expectation characterized? How
quantified?
Context is important in building expectation:

My car is in the repair shop, so | biked to
work (not exercise)

The boat capsized and they swam to the shore

Characterizing Purpose Verbs

For some verbs, purpose component is more
salient (jog)

Purpose component may be strong in some
cultures, not others (are orchids house
plants in Brazil?)

15




Purpose and COS verbs

* Purpose verbs can for middles:
The lawn mower controls easily
Naive customers cheat easily
Old paintings don’t protect easily

Difference:
Middles “affect”; COS verbs “change”

Purpose verbs

Select for “telic” adverbs/adverbials:

John exercised with good results
Peter cheated successfully
Mary treated the patient efficaceously

Purpose verbs and adverbs

* Polysemous adverbs are disambiguated:

« John ran quickly (move? run for President?)

« John ran unsuccessfully

Open questions:

+ How many purpose verbs are there?

* Where/how are they distributed throughout
the lexicon?

Finding purpose verbs

Look for text patterns in corpora:

befriending, listening and other ways of
helping

Walking and other exercise

..and then spraying withWD-40 is not
cleaning

Network is (too) sparsely
connected

+ Why not encode/find links among ALL
synsets?

* Recent work with Boyd-Graber, Osherson,
Schapire (2006)
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Overcome WN's shortcoming:

overcome sparseness of connections
both intra- and intercategorial
attach weights to arcs

direct arcs

Add to WordNet

» Cross-POS links (traffic, congested, stop)

+ More relations: Holland-tulip, sweater-wool,
axe-tree, buy-shop, red-flame,...

+ Relations need not be labeled
» Arcs are directed:dollar-green/*green-dollar
* Arcs are weighted

Goal of most Wordnet
applications: semantic
disambiguation

Needed: annotated training corpora
Manual tagging is time-consuming,
expensive, and unrealiable

Fellbaum & Grabowski: overall tagger
agreement was 74%; much less for highly
polysemous (frequent) words and verbs

Evocation

“How strongly does concept A evoke concept
B in people’s minds?”

NOT: similarity (pear-apple)
association (dress-button)

Solution (?)

Augment WordNet with relations among all
synsets

Dense network can be exploited to find
related/unrelated words and concepts

Less training data needed

Algorithms relying on net structure will
yield better results

Procedure

Identify 1K “core”synsets
* highly frequent (BNC)
* highly salient

* 500 N, 250 V, 250 Adj




Experiment

¢ Collected 120K judgments for randomly
chosen synsets (subset of 1K)

* Designed interface for ratings

* Wrote rating manual

« Strength of evocation ranged from 0-100
* Five anchor points

Human Ratings

« Raters were warned not to use personal,
idiosyncratic evocations (dog-grandmother)

* Avoid evocation of word form (rhyme,
same initial letter, etc.)

« Raters were tested for consistency with
themselves and agreement with others

Results

» Median correlation on test set for the 24
annotators was .72

* lowest correlation was .64
* Average correlation with themselves: .70

Results

* 67% of evocations were rated “zero”
(expected)

+ High consistency for zero ratings

Comparison with other similarity
measures

Lesk (overlap of words in glosses)
Paths in WN (verbs, nouns)

Latent semantic indexing (strings not necessarily
senses)

Lack of correlation of our results with each
measure!

Evocation captures something similarity doesn’t!

Next task

» Completely fill in net of 1K synsets
+ Too much for human ratings
* Machine learning!

18




Machine Learning

Input features:
* major similarity measures

* context vectors from British National
Corpus (tagged for POS; eliminates some

polysemy)

Learn evocations

* Apply boosting techniques (Schapire)

« Divide data into 5 categories of evocation
strengths (O is its own category)

* 80% training data, 20% testing

* Results: incorrect assignments ~25%

 More work is ongoing...
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Context-sensitivity of
meaning

TSIL Lecture 1:
Domain restriction

Sally McConnell-Ginet
Cornell University
smg9@cornell.edu

Plan for TSIL tutorials

» Domain restriction
- Some data
— Semantics for quantifiers
— Universe of model as restrictor
— Ellipsis vs. covert variables
— Why variables?
— Location
— Type
- Alternatives
» Comparison classes

10 July, 2006 TSIL1: Context-sensitivity: 2
Domain restriction

Domain restriction: Some data
+ Suppose someone utters
everyone is listening

There seem to be some people whose
listening is quite irrelevant.

10 July, 2006 TSIL1: Context-sensitivity: 3
Domain restriction

20

Domain restriction: Some data

But is an individual's not counting just a matter
of ‘loose’ speaking? Pragmatic?

Consider my uttering everyone’s listening to
me in a full 50-person lecture room in
Taipei

Compare 1 non-listener in that lecture room
(pedant’s objection--this is pragmatic) to 1
(or indeed many) non-listeners in Ithaca,
NY (insane person’s objection--this is
semantic)

Pedantry vs. insanity--we want to stay sane!

10 July, 2006 TSIL1: Context-sensitivity:
Domain restriction

Domain restriction: Some data

Examples that are even harder to treat as cases
of “non-literality” involve what looks like an
“antecedent” for restrictor

— The dinner guests had rhubarb pie for
dessert. Everyone developed a rash.

If  was not among the dinner guests, my
failure to develop a rash seems not just an
ignorable exception but totally irrelevant to
the literal truth of the second sentence.
That sentence literally says that every one
of the dinner guests developed a rash.

10 July, 2006 TSIL1: Context-sensitivity. 5
Domain restriction

Domain restriction: Some data

But just making some property salient is not
enough to effect restrictions

- Lisa is a phonologist. | think that every
linguist would agree with what she said.

Kratzer 2005 points out that just mentioning
phonologist will not restrict linguist to those
who are phonologists--i.e., it does not render
the semanticists and syntacticians irrelevant
to every linguist

10 July, 2006 TSIL1: Context-sensitivity: 6
Domain restriction




Domain restriction: Some data

It is not that we do not sometimes interpret

every linguist as if we were restricting linguists

to those specializing in the study of sounds

» A:Speech scientists are overly dependent on
computers these days. Those speech
pathologists in here the other day had no idea
how to read IPA transcriptions and the
psychologists had never even seen them.

* B:Lisa knows the IPA. Every linguist knows

the IPA.

The puzzle is how such restrictions can get
established. Topicality?

10 July, 2006 TSILL: Context-sensitivity: 7
Domain restriction

Domain restriction: Semantics for quantifiers

Model-theoretic semantics assumes a universe
of discourse, U, from which we get referential
values of expressions in language L.

Suppose U ={a,b,c,d,e}, where a is denoted by
the name Asya, b by Benita, ¢ by Carlos, d by
Dan, and e by Edith.

Predicates are assigned subsets of U as their
values--e.g., V(smokes) relative to M = {u in
U: u smokes}

If Asya, Carlos, and Edith smoke but Benita and
Dan do not then V(smokes) = {a,c,e}

10 July, 2006 TSIL1: Context-sensitivity: 8
Domain restriction

Domain restriction: Semantics for quantifiers

Suppose language L contains quantifying
expressions like everyone or someone.

Someone smokes is true iff U n V(smoke)
# J (false otherwise)

3Ix(smoke x) [Values of x all in U]

Everyone smokes is true iff U ¢ V(smoke)
(false otherwise)

vx(smoke x) [Values of x all in U]

10 July, 2006 TSIL1: Context-sensitivity: 9
Domain restriction
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Domain restriction: Semantics for quantifiers

a. Some genius smokes.
D A B
b. 3Ix(genius x & smoke x)
c. AQ3x(genius x & Qx) (smoke)
d. AQ3x(genius x & Qx) = possible
translation of some genius
e. [some genius] = {B: [genius] N B # @}
f. [some A]={B:AnB # @}
g. [some]={<AB>:ANnB # @}
Defined for A, B c U, universe of model M

10 July, 2006 TSIL1: Context-sensitivity: 10
Domain restriction

Domain restriction: Semantics for quantifiers

a. Every genius smokes.
D A B
Vx(genius x & smoke x)
1Q3x(genius x — Qx) (smoke)
LQ3x(genius x — Qx): every genius
. [every genius] = {B: [genius] N B =
[genius] } = {B: [genius] c B}
f. [every A]={B: AcB}
g. [every] = {<AB>: A c B}
Defined for A, B < U, the universe of model M

®o o0 o

10 July, 2006 TSIL1: Context-sensitivity: 11
Domain restriction

Domain restriction: Universe of model as restrictor

Model-theoretic semantics for quantifiers brings
universe as automatic restrictor

Can we get the restrictions we need by using
the universe of the model?

10 July, 2006 TSIL1: Context-sensitivity: 12
Domain restriction




Domain restriction: Universe of model as restrictor

We could let Taiwan delimit the universe for the
model or draw the boundaries more locally

But consider Westerstahl's 1985 example:
Sweden is a funny place. Every tennis player looks
like Bjorn Borg, and more men than women watch
tennis on TV. But most people really dislike foreign
tennis players.

In interpreting the last sentence, we would have
to shift our universe from Sweden to a wider
world--and for foreign need both!

Not good

10 July, 2006 TSIL1: Context-sensitivity: 13
Domain restriction

Domain restriction: Why variable?

Can be valued deictically--look at picture, e.g.

Can get value from antecedent--e.g., dinner
guests and rhubarb pie story or perhaps
Sweden and tennis players

And here are more examples

* In my class this morning, everyone looked sleepy.

* When we arrived in the village, several houses were
abandoned.

* Aherd of elephants was visible from our vehicle.
Many females were nursing their babies.

10 July, 2006 TSILL: Context-sensitivity: 16
Domain restriction

Domain restriction: Ellipsis vs. covert variables

Would it work to say that surface forms are
elliptical for Ss containing overt restrictors?

Consider again
Sweden is a funny place. Every tennis player [in
Sweden] looks like Bjorn Borg, and more men [in
Sweden] than women [in Sweden] watch tennis on
TV. But most people [in Sweden] really dislike
foreign [to Sweden] tennis players.

But why not [from Sweden] or [born in Sweden]
or [in that country] or ... ? And what about
the final restrictor?

10 July, 2006 TSIL1L: Context-sensitivity: 14
Domain restriction

Domain restriction: Why variable?

Finally, domain restrictors can covary with a
guantifying expression--they seem to show
binding effects.

Some examples (based on von Fintel)

« In most countries | visit, many tennis players want
to be like Monica Seles.

» No class was so bad that no student passed the
exam.

* Whenever we have a party, everybody brings
something.

Restrictors thus seem a lot like variables.

10 July, 2006 TSILL: Context-sensitivity: 17
Domain restriction

Domain restriction: Ellipsis vs. covert variables

Ellipsis raises the question of just what is
deleted

A more widely pursued strategy is to posit an
unpronounced contextually-sensitive variable
somewhere in LF

Questions raised

Why variable?

Where is variable located?

Over what type of entities does it range?
Alternatives

10 July, 2006 TSIL1L: Context-sensitivity: 15
Domain restriction

Domain restriction: Where is variable?

Restrictions affecting quantifying Ds seem
plausibly located in the D node

Westerstahl 1985 associates the restrictor with
the Det (D) node

Let C be the contextually supplied restrictor set
and define D¢(A,B) = D(CA,B)

Suppose focus on Taiwanese, then
C = {x: Taiwanese x} = [Taiwanese] and
everyC genius smokes is True iff
[Taiwanese] N [genius] < [smoke]

10 July, 2006 TSIL1L: Context-sensitivity: 18
Domain restriction




Domain restriction: Where is variable?

von Fintel 1998 is more explicit about syntax than
Westerstahl
most (countries | visit)

AX

DP. want to be like Monica

D NI
many L tennis players
fox

TSIL1: Context-sensitivity:
Domain restriction

10 July, 2006

Domain restriction: Where is variable?

On the other hand, Delia Graff (reported in
Stanley 2002) observes that if superlatives
combine with NPs before the restrictor
provided by D comes into play we do not get
the right results. Suppose, e.g., we are
talking about New York State geography.

« The highest mountain is under 2000 meters tall.

If we just apply highest to mountain we get
Mount Everest at 8848 meters (29,028 feet)
rather than Mount Marcy, 1629 meters (5344
feet) and highest in New York State

10 July, 2006 TSIL1: Context-sensitivity: 22

Domain restriction

Domain restriction: Where is variable?

Stanley and Szab6 2000 argue instead that the
restrictor is an index under the N node.

So on their view we would have something like

DP
N
many tennis players  <f,i>
10 July, 2006 TSIL1L: Context-sensitivity: 20

Domain restriction

Domain restriction: Where is variable?

Stanley acknowledges that there are other ways
to handle superlatives (e.g., associate the
superlative degree morpheme with the D
node) but objects to locating the restrictor
element higher than what it restricts, the N or
perhaps NP (fake philosopher) on grounds of
compositionality. Like the standard
semantics of quantifiers in propositional logic,
which needs access to internal structure of
constituents to vary assignment functions,
this approach is not strictly compositional.

10 July, 2006 TSILL: Context-sensitivity: 23

Domain restriction

Domain restriction: Where is variable?

Why might we want to associate the restrictor
with the D rather than have it originate with
the N or the NP?

Breheny 2003 points out that the restrictor is not
in the scope of adjectives like fake:

* Every fake philosopher is from Idaho.
If restrictor is Americans, not equivalent to

« Every fake American philosopher is from Idaho.
but to

» Every American fake philosopher is from Idaho.

10 July, 2006 TSILL: Context-sensitivity: 21

Domain restriction

Domain restriction: Where is variable?

We also have domain restriction where the
quantifying expression is not a D but some
kind of adverbial:

« If aletter is from a friend, | always answer it.
« When it is hot, Juana often drinks iced mint tea.
¢ Yu-Ping usually walks to school.

It is by no means clear that restriction works the
same way for D-quantifiers and for A-
quantifiers but both need eventually to be
considered.

10 July, 2006 TSILL: Context-sensitivity: 24

Domain restriction
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Domain restriction: What type is variable?

Variable location is related to variable type
Some suggestions
« Sets of individual entities
* Properties
« Situations
« Complex functors (that may combine arguments of
any of the preceding)
Early work (e.g. Westerstéhl) assumed sets but
encountered problems

10 July, 2006 TSIL1: Context-sensitivity: 25
Domain restriction

Domain restriction: What type is variable?

But do situations fully determine domain?
» Whenever | go to a dinner party everyone
comments on my haircut [von Fintel]

» Everyone is asleep and being monitored by a
researcher [Soames]

 Everyone is looking at me

Don't seem to do whole job--last example is
prime case where utterance situation might
seem relevant but whoever is denoted by | is
surely part of that situation yet is not included
in everyone.

10 July, 2006 TSIL1: Context-sensitivity: 28
Domain restriction

Domain restriction: What type is variable?

Moving from individuals to properties helps
when restrictor might be imported into
intensional context with no de re import

« John studied Czech before he went to Prague. It
was quite possible nobody would speak English.

Example is due to von Fintel who notes that the
intended property relevant for restricting
nobody is something like being someone with
whom John interacts in Prague but there is
no reason to think the extension of that
property is fixed at the time of utterance

10 July, 2006 TSIL1: Context-sensitivity: 26
Domain restriction

Domain restriction: What type is variable?

Perhaps we need more complex types--e.g.,
functions from situations to individuals

von Fintel suggests some kind of choice
function, noting that we might want to
consider the so-called “specific indefinite” a
case of a singleton set serving as domain

Still have questions, however, on how
restrictions established and constraints on the
process

10 July, 2006 TSILL: Context-sensitivity: 29
Domain restriction

Domain restriction: What type is variable?

Situation variables have been proposed for
other reasons--e.g., to give location for it is
raining and similar sentences.

| A

10 July, 2006 TSIL1: Context-sensitivity: 27
Domain restriction

Domain restriction: Alternatives?

Apparent binding effects do not force us to posit
covert variables (which do not seem to show
up though Kratzer argues that situation
variables are sometimes pronounced)

Jacobson 2005 argues for applying variable-
free semantics to the problem of domain
restriction, an approach that bans variables
but makes heavy use of type-shifting

And there may be more pragmatic approaches
but cannot ignore pedantry vs insanity data!

10 July, 2006 TSIL1: Context-sensitivity: 30
Domain restriction
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Context-sensitivity of
meaning

TSIL Lecture 2:
Comparison classes

Sally McConnell-Ginet
Cornell University
smg9@cornell.edu

Comparison classes: some data

For most attributive adjectives, there is an
entailment from Adj+Nom to Nom as in
« Thatis an octagonal house = That is a house
* Thatis a green dress = That is a dress
* Thatis atall tree = Thatis a tree
Such adjectives are called subsective: they truly
modify the Nom by picking out a subset of
what the Nom denotes
There are a few exceptions
« Thatis a fake flower/alleged thief ...

10 July, 2006 TSIL2: Context-sensitivity: 4
comparison classes

Plan for TSIL tutorial

Domain restriction

e Comparison classes

— some data

—head N

— extensional or intensional
—‘foraN’

— measure functions

— domains revisited

10 July, 2006 TSIL2: Context-sensitivity: 2

comparison classes

Comparison classes: some data

For some attributive adjectives, there is a
further entailment from Adj+Nom to Nom is
Adj asin

« That is an octagonal house = That house is
octagonal
« That is a green dress =That dress is green

Such adjectives are called intersective: they
seem to work by intersecting the denotation
of the Nom with the Adj denotation, with the
Adj+Nom picking out things that satisfy both
the Adj and the Nom

10 July, 2006 TSIL2: Context-sensitivity: 5
comparison classes

Comparison classes: some data

Most English adjectives occur in both
« prenominal (attributive) position
« that's a tall tree
« that's an octagonal building
and
* post-copular (predicate) position
« that tree is tall.
« that building is octagonal
For many languages, predicate position (with no
copula) is primary

10 July, 2006 TSIL2: Context-sensitivity: 3
comparison classes

Comparison classes: some data

But for many attributive adjectives that do occur
in predicate position it seems undefined in
isolation whether something satisfies the Adj.

That is a tall three-year-old.

??? That three-year-old is tall.

That is a large ant.

??? That ant is large.

That is a small elephant.

??? That elephant is small.

Chara is a good pickpocket.

??7? Chara is good.

10 July, 2006 TSIL2: Context-sensitivity: 6
comparison classes




Comparison classes: some data

For these adjectives applicability seems relative to
some kind of contextually provided standard for
assessing ranking of individuals.

10 July, 2006 TSIL2: Context-sensitivity: 7

comparison classes

Comparison classes: head N

The c-class is not a new idea:

Suppose that someone says ‘That is a good
one'. We can then always ask (1) '‘Good
what--sports car or family car or taxi or
example to quote in a logic-book?' ... To ask
[this] question is to ask for the class within
which evaluative comparisons are being
made. Let us call it the class of comparison
[italics added].

R. M. Hare (1952) in The Language of Morals

10 July, 2006 TSIL2: Context-sensitivity: 10
comparison classes

Comparison classes: some data

Whether or not it/that is tall is true depends not
just on height but on such factors as the kind
of thing indicated.

Are we speaking of skyscrapers, toddlers, or
trees?

One way to approach this is to say that what
matters is the relevant comparison class:
Ithaca, NY is large if we are speaking of
municipalities in rural upstate NY but small if
we compare it to cities like NYC or Taipei.

10 July, 2006 TSIL2: Context-sensitivity: 8

comparison classes

Comparison classes: head N
Ludlow 1989 argued that a null operator could be
coindexed with a post-adj N-bar, as in above
exs, or in subject position, to give c-class
* That building is tall.
+ That toddler is tall.
* Thattree is tall.
He contrasted
* Thatis a large glass of orange juice.
* Thatis a large glass with orange juice in it.
Claim: glass of oj can set c-class but not glass
with oj in it
10 July, 2006 TSIL2: Cantexl-slensmw(y: 11
camparison dlasses

Comparison classes: head N

When a relative adjective occurs prenominally it
often seems to be the case that the
denotation of the head N provides the
relevant comparison class.

* That s a tall building.
* Thatis a tall toddler.
* Thatis a tall tree.

It is natural to assume that buildings, toddlers,
and trees determine the comparison class of
interest, which, following Ludlow 1989, I'll
shorten to c-class.

10 July, 2006 TSIL2: Context-sensitivity: 9

comparison classes

Comparison classes: head N

The N-bar is more readily available than the
higher nominal to set c-class and there do
seem to be constraints on overt linguistic
indicators of c-class.

Are these genuinely syntactic constraints or
reflexes of more semantic/pragmatic
constraints?

For prenominal Adj, does the head N (or N-bar)
always set c-class?

10 July, 2006 TSIL2: Context-sensitivity: 12
comparison classes
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Comparison classes: head N

Consider
* Sheis a tall blonde.
+ She is an intelligent woman.

In the first case we probably don't take blonde,
a hair color, to indicate a c-class for height
In the second case, we might or might not take

being a woman (rather than a man) to
indicate a c-class for assessing intelligence.
That would depend on gender ideologies.

Sometimes focal stress on N tips the balance.

10 July, 2006 TSIL2: Context-sensitivity: 13
comparison classes

Comparison classes: head N

There are also cases where the head N seems
to provide just part of what is needed. An
example from Kamp & Partee 1995

* That's a big snowman

If the snow figure in question is built by college
students the size standards are far larger
than if it is built by a couple of six-year-olds.

Stanley 2004 observes that this does not mean
that the nominal is irrelevant but just that it
may need supplementation.

10 July, 2006 TSIL2: Context-sensitivity: 14
comparison classes

Comparison classes: head N

When we speak of tall
woman, do we have
Scandinavian
women in mind or
Japanese? Are we
comparing her to
contemporaries or
to women of
bygone eras?
Woman is not
enough.

10 July, 2006 TSIL2: Context-sensitivity: 15
comparison classes
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Comparison classes: extensional or intensional?

Even assuming we have a c-class--e.g.,
contemporary Taiwanese women--we still
have questions. Suppose an awful chemical
accident produces a toxic cloud hovering
somewhat above the ground in Taipei, leading
to the rapid death of everyone, both women
and men, over 1.5 meters (4 feet, 11 inches).
Is the c-class now just those surviving shorter
women who were lucky enough to be below
the poison gases? (McConnell-Ginet 1973)

10 July, 2006 TSIL2: Context-sensitivity: 16
comparison classes

Comparison classes: extensional or intensional?

We can have particular individuals comprise a

c-class
» Compared to Sandy and Joan, Sally is tall.

More usually, however, what we really want is a
comparison-relevant property--being a 21st-
century Taiwanese woman, being a tree,
being a basketball player.

Frequent proposal: to be tall is to be tall relative
to others of one’s “kind”. But most individuals
belong to a number of different “kinds” that
might be relevant!

10 July, 2006 TSIL2: Context-sensitivity: 17
comparison classes

Comparison classes: ‘for a N’

In English, we have seen that head N does not
necessarily determine a c-class. But English
has a construction that does unambiguously
say something about the intended c-class.

+ She is tall for a Taiwanese woman.
* Kim s short for a basketball player.
« That car was expensive for a Honda.

If the N-complement of for does not provide a
comparison-relevant property, it's odd.

» ???She is tall for a blonde.
» ???He is fat for a linguist.

10 July, 2006 TSIL2: Context-sensitivity: 18
comparison classes




Comparison classes: ‘for a N’

Notice that ‘for a N’ presupposes that the entity
to which it is applied itself has the property
contributed by N.

* #That Mercedes is expensive for a Honda.
« #Hillary Clinton is tall for a Taiwanese woman.
* #My cousin Lloyd is old for a dog.

These imply that a Mercedes is (really) a Honda,
Hillary Clinton (really) a Taiwanese woman,
and my cousin (really) a dog. And the
implications remain if we negate or
interrogate them--they are presupposed, not
simply asserted.
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Comparison classes: ‘for a N’

Head Ns that (optionally) indicate a c-class for
an Adj do not presuppose but assert that the
individual to which Adj is applied isan N

+ That Mercedes is an expensive Honda.
* Hillary Clinton is a tall Taiwanese woman.
* My cousin Lloyd is an old dog.

Sentences like these are just plain false, and
their negations are true. When the relevant
c-class is not explicitly indicated, is
membership in it asserted or presupposed?
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Comparison classes: ‘for a N’

Graff 2000 proposes that relative adjectives
require more than just comparison to some c-
class

» Juanais tall for a Nicaraguan woman

is roughly equivalent on Graff's account to
+ Juana’s height is significantly more than some
norm of heights determined by the property of
being a Nicaraguan woman (a “typical” or
“average” height achieved by Nicaraguan women
in the absence of disease or other disasters)

The real work here is done by significantly: what
counts as significant depends on interests.
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Comparison classes: measure functions

Kennedy 2005 develops Graff's proposal,
drawing on his work on relative (and more
generally, gradable) adjectives as measure
functions that take an entity as argument and
return a degree, a point on a scale, a set of
degrees totally ordered wrt some dimension.
"adj(x) abbreviates 'degree on adjective
scale that measures the extent of x's 'adj-

ness".

Tall maps entities onto a scale containing
abstract degrees of height: 1.5 meters and 4
feet 11 inches measure the same degree.
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Comparison classes: measure functions

K’s inventory of semantic types
* e entities
* d degrees
* g (gradable) measure function
=t truth values
A measure function, g, is thus of type <e,d>.
But consider sentences like
* Huang Chu-Ren is tall.
* Yushan (Jade Mountain) is tall.
These seem to require that tall be type <e,t> as,
e.g., taller than Andrew or very tall are.
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Comparison classes: measure functions

Kennedy reports that in Mandarin one would
probably not say
* Huang Chu-Ren gao
* Yushan gao

to convey what the two English sentences
about the man and the mountain conveyed.
Instead one might say
* Huang Chu-Ren hen gao
* Yushan hen gao

English differs from Mandarin in that what K
calls the pos morpheme is unpronounced.
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Comparison classes: measure functions

So the English sentences are really
* Huang Chu-Ren is pos tall.
* Yushan (Jade Mountain) is pos tall.
where pos is a silent degree morpheme that
converts a measure function into a property.
Roughly,

IIlgegPoslll = AgAx.g(x) > s(g)

Applying pos to measure function tall yields the
property of being tall to a degree at least as
great as s, the contextually determined
standard of “significant” tallness.
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Comparison classes: domains revisited

What happened to c-classes? As K puts it,
“there is no reason to assume that
comparison classes have any
representational status at all: comparison
class is merely a descriptive label for
whatever property [class, kind] is used to
compute the standard of comparison.” (21)

What about the for-phrase modifiers, which
seem to force comparison restricted to
something like a c-class indicated by the
complement of for?

10 July, 2006 TSIL2: Context-sensitivity: 26
comparison classes

Comparison classes: domains revisited

K's proposal is that what the for-phrase does is
restrict the domain of the relative adjective--
i.e. of the measure function that adjective
denotes.

The phrase tall for a Taiwanese woman
denotes a measure function whose domain is
Taiwanese women but whose values are the
same degrees assigned by the unmodified
tall. K speaks as if we have a different
function but that is wrong: we just have a
subset of our original function.
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Comparison classes: domains revisited

The for-phrase (which may have an empty
complement for for) only restricts the domain
of the measure function. In so doing,
however, it has a substantial impact on what
standard s can be delivered. The standard s
must be one that might in the context be
suitable for assessing whether or not
individuals in that domain possess a
“significant” degree of whatever is being
measured.

Can c-class determination of domains illumine
other cases of domain restriction? Perhaps.

10 July, 2006 TSIL2: Context-sensitivity: 28
comparison classes

References

Graff, Delia. Shifting sands: An interest-relative
theory of vagueness. Philosophical Topics
28.1 (2000).

Kamp, Hans & Barbara Partee. Prototype
theory and compositionality. Cognition 57
(1995), 129-191.

Kennedy, Chris. Vagueness and grammar: The
semantics of relative and absolute gradable
predicates. Draft ms. (June 25, 2005), U
Chicago. [available at
http://home.uchicago.edu/~ck0/prose.html]

10 July, 2006 TSIL2: Context-sensitivity: 29
comparison classes

References, continued

Ludlow, Peter. Implicit comparison classes.
Linguistics and Philosophy 12 (1989): 519-
532.

McConnell-Ginet, Sally. Comparative
constructions in English: A syntactic and
semantic analysis. U of Rochester PhD, 1973.

Stanley, Jason. Semantics in context,
Contextualism, ed. G. Preyer (Oxford Univ.
Press, 2004)

10 July, 2006 TSIL2: Context-sensitivity: 30
comparison classes




FzH AR CREFRE ZAGRE
#3432 (Construction Grammar) @ & ¥ F3 2 £ 47>

Construction Grammar:
Historical and Intellectual Background

i &% (Huei-ling Lai)
National Chengchi University
hllai@nccu.edu.tw

References

* Goldberg, Adele E. 1995. Constructions: A Construction
Grammar Approach to Argument Structure. Chicago:
The University of Chicago Press.

+ Goldberg, Adele E. 2006. Constructions at Work: The
Nature of Generalization in Language. Oxford: Oxford
University Press.

« Ostman, Jan-Ola, and Mirjam Fried. 2004. Historical and
intellectual background of Construction Grammar.
Construction Grammar in a Cross-Language Perspective,
ed. by Mirjam Fried and Jan-Ola Ostman, 1-10.
Amsterdam: John Benjamins.

+ Ostman, Jan-Ola, and Mirjam Fried. 2005. The cognitive
grounding of Construction Grammar. Construction
Grammars, ed. by Jan-Ola Ostman and Mirjam Fried, 1-
13. Amsterdam: John Benjamins.

Preamble

* The denotation of the term ‘construction’
has become quite unclear and fuzzy.
— traditional and general sense: “structure”
— linguistic objects: “idiom” or “formulaic
phrase”

— concrete expressions: “phrases”,
“sentences”, or ‘patterns”
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Four general requirements on Construction
Grammar

« proposed by Fillmore and his students and
colleagues at the University of California at
Berkeley in the early 1980s)

— It should be a generative grammar and thus
formalizable

— It should integrate different domains or
‘components’ of grammar (phonology,
morphology, syntax, semantics, pragmatics)

— It should be a grammar with universal impact

— It should be consistent with what we know
about cognition and social interaction

Four general requirements on Construction
Grammar (cont’)

+ Construction Grammar is taken as a model in
which we can describe, analyze, and generate
all the linguistic constructs of a language,
incorporating both the ‘core’ and the ‘periphery’
in a single grammatical system.

« The relationship between form and meaning is
taken as basic and inherent in any grammatical
description.

A brief history of Construction Grammar

« Figure 1 A brief history of Construction Grammar
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A brief history of Construction Grammar
late 1960~early 1970s: Case Grammar—case-role based
approach (Fillmore 1968)

late 1970s:

— Relational Grammar (Perlmutter & Postal 1977, Keenan
and Comrie 1977)

— Generative Semantics (Gestalt Grammar) (Lakoff 1977)

« A particular sentence type as a whole.

* Subject and Object constituting complex patterns, or
“gestalts”.

» Grammar as an inventory of templates (“network
representations”)

* Linguistic gestalts being at once holistic and
analyzable

A brief history of Construction Grammar (cont’)

— Goldberg's (1995) Constructions: one of the
main recent studies to embody this cognitively
oriented approach to the notion of construction

— Goldberg’s (2006) Constructions at Work: one
of the latest studies to relate language to other
areas of cognition, including processing,
language acquisition, etc.

A brief history of Construction Grammar
(cont’)

mid 1980s: developmental source of Construction
Grammar (Fillmore & Kay)
* mid 1990s:
— Construction Grammar vs. HPSG (Head-Driven
Phrase Structure Grammar) (Kay and Sag)
* similarities between Construction Grammar
and HPSG
—monotonic, declarative, constraint-based model
— Attribute-Value Matrices fro specifying
characteristic features of linguistic expressions
—elaborate inheritance networks for capturing
relationships between constructions

The cognitive dimension

¢ Q: What does Construction Grammar have to do with
cognition? — Answer: Everything!

« Unfortunately, the cognitive dimension of Construction
Grammar has been somewhat neglected.

* If Construction Grammar can retain its formalisms for
handling morphosyntax, while at the same time including
appropriate accounts of semantics and the interfaces
between phonology, morphosyntax, semantics, and
pragmatics, then it is clearly a viable alternative as a
cognitive model of language.

A brief history of Construction Grammar (cont’)

« differences between Construction Grammar
and HPSG

—HPSG: computational model; syntactic
processes

— Construction Grammar: semantics and cognition

—Frame Semantics: a semantic ‘sister theory’ of
Construction Grammar

»a model of the ‘semantics of understanding’
» ‘interpretive frames’

» elaboration on the relationship between form
and meaning

» Fillmore’s FrameNet project

Cross-language and universal potential
of Construction Grammar

» A more complicated issue connected to the
cognitive grounding of a grammatical model is
the extent to which it may serve as a universal
model of language.

» How Construction Grammar can be a universal
theory of grammar, given its fundamental
emphasis on seeing language, or at least
grammar, as consisting of ready-made ‘recipes’
or formulas, rather than being made up of nouns,
verbs, prepositions, etc.?
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Cross-language and universal potential
of Construction Grammar (cont’)

+ For along time, Construction Grammar was accused of
being devised for English grammar. However, over the
years, a number of scholars have taken Construction
Grammar beyond English and shown its usefulness and
power in the description, analysis, and explanation of
diverse linguistic phenomena in a variety of languages.

— Czech (Fried 2004)

— Japanese (Fuijii 2004)

- French (Lambrecht 2004)

- Taiwanese Southern Min (Lien 2005)
— Hakka (Lai 2003)

- Mandarin (Biq 2002, 2004)

Further issues

» What is the relationship of Construction
Grammar to other cognitive linguistic theories?

+ Does Construction Grammar have cross-
linguistic applicability and potential for serving as
a universal theory of grammar?

» How much of language is left outside of
constructions?

Cross-language and universal potential
of Construction Grammar (cont’)

+ Cross-language generalizations are captured by
the architecture of the representation system
and by the sharing (a grammatical system
sharing and a cognitive sharing) of abstract
constructions across languages. (Kay & Fillmore
1999: 1)

Advantages of the Construction Grammar

* Implausible verb senses are avoided.

« Circularity is avoided.

» Semantic parsimony is maintained.

» Compositionality is preserved.

» Supportive evidence from sentence processing

 Supportive evidence from child language
acquisition
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Constructions defined (Goldberg 2003):
Constructions are form-meaning pairings.

o Tenets of constructional approaches:
1) All levels of description are understood to

involve form—function pairings, including
morphemes or words, idioms, partially
lexically filled and fully abstract phrasal
patterns.

2) An emphasis is placed on subtle aspects

of the way we conceive of events and
states of affairs.

3) A “what you see is what you get” approach

to syntactic form is adopted.

35

Constructions defined (Goldberg 2003):
Constructions are tom}mcunmg pairings.

4) Constructions are understood to be learned on the basis
of the input and general cognitive mechanisms, and
are expected to vary cross linguistically.

5) Cross-linguistic generalizations are explained by appeal
to general cognitive constraints together with the
functions of the constructions involved.

6) Language-specific generalizations across constructions
are captured via inheritance networks much like those
that have long been posited to capture our non-
linguistic knowledge.

7) The totality of our knowledge of language is captured by
a network of constructions: a “construct-i-con.”

Constructions: what they are

o Constructions are stored pairings of
form and function, including
morphemes or words, idioms, partially
lexically filled and fully general linguistic

patterns.

Examples of constructions, varying in
size and complexity

Word e.g., Avocado, anaconda, and

Complex word e.2, Daredevil, shoo-in

Idiom (filled) .8, Going grear guns

Idiom (partially filled) e.g, Jog <someone's> memary

Covariational Conditional | The Xer the Yer
construction [11]

Ditransitive (double object)| Subj [V ObjI Obj2]

construction (e.g,, He gave her a Coke; He baked her a miffin)

Passive Subj aux VPpp (PPy)

(e.., The armadillo was hit by a car)

(e.2., The more you think about i, the less you understand)




Some basic concepts

- Lexical storage versus On-line construction

- Listeme (lexical items) vs. Word (Jackendoff
(2002: 152-154)

Listeme: an item stored in the lexicon (viz.,
long-term memory)

Word as a grammatical element: syntactic
word (an X0 or lexical category), phonological
word defined in terms of segmental and
prosodic constraint, and lexeme 5 (as
opposed to ‘function word' &)

Some basic concepts (cont.)

sListemes may be larger or smaller than
grammatical words.

eNot all grammatical words are listemes.
eThere are complex listemes that contain
no phonological materials.

eLanguage features a collection of listemes
which lead to what is dubbed construction
(Jurafsky 1996).

eConstructions are not epiphenomena of
general principles of rules

Parallel Architecture
(Jackendoff 2002: 107-151)

o Tripartite theory:
- Phonological structure (PS) , syntactic structure
(SS), and conceptual structure (CS)

- A set of interface rules: PS-SS interface rules,
SS-CS interface rules, and PS-CS interface rules

- Ex: The sun dried the towel.

PS: dry: monosyllabic word consisting of three
segments

SS: the syntactic frame [ ___ NP]

CS: X CAUSED Y to BECOME dry
- PS-CS interface: two zero morphemes (01 and 02)
in PS corresponds to CAUSE and BECOME in CS. Cf
NIz = [, but not *NH#z 5= ([}, in Mandarin
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Parallel Architecture
(Jackendoft 2002: 107-151) (cont.)

sInheritance (Jackendoff 2002)
- Inherence hierarchies and default
- Lexical redundancy
- Redundancy seems to cost less.

eThe problem of acquisition (Culicover
1999, Culicover & Jackendoff 2005)

- CAL (Conservative Attentive Learner)
- Positive evidence

Noncanonical utterance types
(Jackendoff 2005, Jackendoff & Pinker 2005)

a. PP with NP
e.g., Off with his head! Into the trunk with you!

b. How about X?
e.g., How about a cup of tea?

c. NP +acc Pred?
e.g., What, me worry? Him in an accident?
John drunk?

(Akmajian 1984)

Noncanonical utterance types
(Jackendoff 2005, Jackendoff & Pinker 2005) (cont.)

d. NP and S

e.g., One more beer and I'm leaving, One more
step and | shoot.

e. The more ... the more
e.g., The more | read, the less | understand.

f. N-P-N construction
e.g., Face to face
(a face-to-face confrontation, we stood face to face).
e.g., House by house

(a house-by-house inspection; we looked house by
house for spies) .




Vp Constructions in which V does not
license complements

o A Class of Constructional Idioms
(Jackendoff 2002: 173-190)

a. He sang/drank/laughed his head off.
- ([vp v NP PRT] (V his head off = ‘V excessively’)
- Stop Crying Your Heart Out
- (V pro’s heart out = 'V excessively’)
- Cf. eat one’s heart out ‘feel bitter anguish, grief,
worry’

b. Bill joked/laughed his way out of the restaurant
- [vp v NP pp](V his way PP = ‘go up while/by V-
ing’)

Vp Constructions in which V does not
license complements (cont.)

c. Sara slept/drank/sang/laughed the whole
afternoon away
- [vp v np PRT]: (V NP [time period] away,
‘spend NP V-ing’

d. The trolley rumbled around the corner
- (V PP = ‘go PP, motion inducing V-ing
sound’)

Vp Constructions in which V does not
license complements (cont.)

e. Mike drank the pub dry, Wilma watered the
tulips flat, Clyde cooked the pot black
- (VNP AP, ‘cause NP to become AP by V-
ing ((with) it)’

f. I'm (all) coffeed out, I'm Edward G.
Robinsoned out.
- [ap V/N] + -d [prt out]]
- ‘worn from too much V-ing/too much N’
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Differences between a word and rules
are not clear-cut and show continuum.

a. VP idiom - no variable
e.g., kick the bucket

b. VP idioms with variable
e.g., ‘take NP to task’, V pro’s head off

c. VP structure with more variables
e.g., V (NP) (PP)

Construction after construction

(Jackendoff forthcoming)

a. The relation between the lexicon and
rules of grammar is a continuum.

b. Language is built up out of construction.

c. Syntactic structure is predictable on the
basis of meaning relations.

The Construction: NPN:
(1) Adjunct only, and (2) adjunct or NP

(1) Adjunct only

(1a) hand in hand, hand in glove,
arm in arm, tongue in cheek, hand
over hand, hand over fist, hand
over heels, one on one, side by
side, limb by limb




The Construction: NPN:
(1) Adjunct only, and (2) adjunct or NP

(1b) N to N

(1bx) succession: [ITEM] to [ITEM]
(search) N to N

(1by) juxtaposition N to N (face to face,
cheek to cheek, toe to toe, hand to hand)

(1bz) N1 to N2: transition (N1 to N2: side
to side, hand to mouth), prenominal only
(N1 (to) N2)

The Construction: NPN:
(1) Adjunct only, and (2) adjunct or NP (cont.)

(1c) N by N: succession (N by N), dimension
(MP1 by MP2)

(1d) N for N: comparison (N for N), exchange
word for word (N for N, Num1 for Num2)

(2) Adjunct or NP
(2a) N after N
(2b) N (up) on N: quantity (Q1 (s) upon Q2(s))
and succession (N (up)on N)

Kinds of idioms
(Fillmore et al 1988, Croft & Cruse 2004)

A. Encoding idioms vs. decoding
idioms
= Encoding idioms are the idioms for which
meaning cannot be predicted, as in ‘kick
the bucket, pull a fast one’

= Decoding idioms are idioms for which
meaning can be predicted, as in ‘answer
the door, wide awake, bright red’
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Kinds of idioms
(Fillmore et al 1988, Croft & Cruse 2004) (cont.)

B. Idiomatically combining
expressions vs. idiomatic phrases

u The former is an idiom in which parts of
the idiomatic meaning can be put in
correspondence with parts of the literal
meaning, as in ‘answer the door’ or ‘spill
the beans'. By contrast, for the idiomatic
phrases no such correspondence can be
established, as in ‘kick the bucket'.

Kinds of idioms
(Fillmore et a1 1988, Croft & Cruse 2004) (cont.)

C. Grammatical vs. extragrammatical
idioms
= Grammatical idioms obey the rules of
grammar, as in ‘kick the bucket, spill the
beans’. Extragrammatical idioms do not
obey rules of grammar, as in ‘by and large,
no can do'.

Kinds of idioms
(Fillmore et al 1988, Croft & Cruse 2004) (cont.)

D. Substantive vs. schematic (formal)
idioms
= Substantive idioms are lexically filled, as in ‘it
takes one to know one’.

= Formal idioms are lexically open, as in ‘blow
X’s nose’ and ‘X let alone Y.




Kinds of idioms
(Fillmore et al 1988, Croft & Cruse 2004) (cont.)

E. Idioms with pragmatic point vs.
idioms without pragmatic point
= Idioms with pragmatic points express
pragmatic functions, as in ‘see you later, good
morning’, Idioms without pragmatic points are
pragmatically neutral, as in ‘by and large’.

The Incredulity response construction
(Akmajian 1984, Lambrecht 1990, Taylor 2002: 568-570)

(3) sentence adverbs like ‘unfortunately’ can
not appear

(4) the constraint against topicalization.

(5) Subject and predicate constitute separate
phonological phrase

o Semantic aspects:
= The ungrounded situation carries old

information. The possibility of this situation
being true is dismissed as absurd.

Taxonomy of Idioms
Croft and Cruse (2003: 236)

Lexically — syntactically semantically
a Unfamiliar pieces unfamiliarly arranged  irregular  irregular irregular
b. Familiar pieces unfamiliarly arranged regular imegular irregular
¢. Familiar pieces familiarly arranged regular regular irre gular
d. Regular syntactic expressions regular regular regular

a. Kith and kin, the X-er the Y-er
b. All of sudden, nth cousin m times removed
c. Pull some one’s leg, is the Pope a Catholic?

The What s X doing Y construction
(Kay and Fillmore 1999, Taylor 2002: 571)

A. Dear God waiter, what is this fly doing in
my soup?

B. Well sir I'm not a swimmer myself, but it
looks like the back stroke.

The Incredulity response construction
(Akmajian 1984, Lambrecht 1990, Taylor 2002: 568-570)

- (What?!) Him write a novel! (You must be joking)
- What?! Me worry?!

- My boss give me a raise?!

o Formal aspects
(1) the unaccusative case of the subject

(2) the lack of a tense feature

The What s X doing Y construction (cont.)
(Kay and Fillmore 1999, Taylor 2002: 571)

B’ I think it's trying to swim to dry land.

- The customer tries to get across the following
message:

- There is a fly in my soup. The situation is
contrary to my expectation. Please give me an
explanation.

- What, doing and be are constants in the
construction. X and Y are variables. X is a
referential nominal and Y is an adjunct which
characterizes the situation in which Y is involved.
- Other examples: What are you doing lying on
the floor? What are the flags doing at half mast?




Kinds of idioms
(Fillmore et al 1988, Croft & Cruse 2004) (cont.)

E. Idioms with pragmatic point vs.
idioms without pragmatic point
= Idioms with pragmatic points express
pragmatic functions, as in ‘see you later, good
morning’, Idioms without pragmatic points are
pragmatically neutral, as in ‘by and large’.

Taxonomy of Idioms
Croft and Cruse (2003: 236)

Lexically  syntactically semantically
a Unfamiliar pieces unfamiliarly arranged  irre gular irregular irregular
b. Familiar pieces unfamiliarly arranged regular irregular irregular
c. Familiar pieces familiarly arranged regular regular irre gular
d. Regular syntactic expressions regular regular regular

a. Kith and kin, the X-er the Y-er
b. All of sudden, nth cousin m times removed
c. Pull some one’s leg, is the Pope a Catholic?

The Incredulity response construction
(Akmajian 1984, Lambrecht 1990, Taylor 2002: 568-570)

- (What?!) Him write a novel! (You must be joking)
- What?! Me worry?!

- My boss give me a raise?!

o Formal aspects
(1) the unaccusative case of the subject

(2) the lack of a tense feature

The Incredulity response construction
(Akmajian 1984, Lambrecht 1990, Taylor 2002: 568-570)

(3) sentence adverbs like ‘unfortunately’ can
not appear

(4) the constraint against topicalization.

(5) Subject and predicate constitute separate

phonological phrase
o0 Semantic aspects:
= The ungrounded situation carries old
information. The possibility of this situation
being true is dismissed as absurd.

The What s X doing Y construction
(Kay and Fillmore 1999, Taylor 2002: 571)

A. Dear God waiter, what is this fly doing in
my soup?

B. Well sir I'm not a swimmer myself, but it
looks like the back stroke.

The What s X doing Y construction (cont.)
(Kay and Fillmore 1999, Taylor 2002: 571)

B’ I think it's trying to swim to dry land.

- The customer tries to get across the following
message:

- There is a fly in my soup. The situation is
contrary to my expectation. Please give me an
explanation.

- What, doing and be are constants in the
construction. X and Y are variables. X is a
referential nominal and Y is an adjunct which
characterizes the situation in which Y is involved.
- Other examples: What are you doing lying on
the floor? What are the flags doing at half mast?




The One more X and Y/X(impetative) and Y

construction

(Culicover and Jackendoff 1997, 2005: 473-499, Taylor 2002: 571)

a. One more beer and I'll be off. One more botch-up like
that and you're fired.

b. Come one step closer and I'll shoot. Botch this up ad
you're fired.

(cf. Publish or perish {1 #5HEE i)

- The conjunction and is usually used to conjoin two
expressions of equivalent status, but here it
conjoins a nominal and a clause, or a clause in

imperative mood and a clause in an indicative mood.

- Such a construction has the character of a
conditional. Event Y ensures if Event X obtains.

The X —er the Y-er construction

(Culicover and Jackendoff 1999, 2005: 500-529, Taylor 2002: 571)

o The more the merrier; the fewer the better; the
bigger they come the further they fall

- The general meaning is ‘more/less of Y
correlates with more/less of Z'.

- X introduces each of the correlated phrases, but
it bears little resemblance to the definite
determiner. The construction lacks a main verb.
The construction shows affinities to other
verbless expressions such as Out of the frying
pan into the fire, Easy come easy go, and Penny
wise but pound foolish.

The let alone construction

(Fillmore et al 1988, Croft and Cruse 2003: 237-240)

E.g.
o Max won't eat shrimp, let alone squid; Max won't
touch the shrimp, let alone clean the soup.

o You couldn’t get a poor man to wash your car for two
dollars, let alone a rich man to wax your truck for
one dollar.

- The let alone construction involves syntactic,
semantic and in some cases pragmatic
properties that cannot be predicted from the
general rules of the language.

4

The let alone construction (cont.

(Fillmore et al 1988, Croft and Cruse 2003: 237-240)

o0 Let alone can be construed as a coordinate
conjunction that conjoins a variety of like
constituents. It looks like the conjunction and,
but they are not the same in every respect.

1. a. Max won't eat shrimp, let alone squid.
b. We'll need shrimp and squid.

2. a. Shrimp Moishe won't eat, let alone squid
b. *Shrimp Moise won't eat and squid.

The let alone construction (cont)

Fillmore et al 1988, Croft and Cruse 2003: 237-240

o The let alone construction is a focus construction,
hence its characteristic prosody (indicated by
italicized elements).

3.a. He doesn't get up for Lunch, let alone breakfast.

b. He doesn't get up for Lunch, much less
breakfast.

c. She didn't eat a bite, never mind a whole meal.

The let alone construction (cont)

(Fillmore et al 1988, Croft and Cruse 2003: 237-240)

o0 The let alone construction is similar to the not P
but Q construction, as in (4a), and the
respectively construction, as in (4b), but in other
respects the let alone construction differs from
both of these construction.

4. a. Ivan sent not an album but a book, and not to
Anna on her anniversary but to Boris on his
birthday.

b. Fred and Louise hated their shrimp and squid
respectively.




The let alone construction (cont.)

(Fillmore et al 1988, Croft and Cruse 2003: 237-240)

O Let alone is a negative polarity term, not unlike
any, but it can also be used in other positive
contexts.

5. a. He didn't reach Denver, let alone Chicago.
b. He didn't reach any major city.

6 a. | am too tired to get up, let alone go running with
you.

b. I am too tired to do any chores.

7 a. You've got enough material there for a whole
semester, let alone a week.

b. * You've got enough material for any semester.

The let alone construction (cont.)

(Fillmore et al 1988, Croft and Cruse 2003: 237-240)

o The interpretation of let alone construction involves a scalar
model, which ranks proposition on a scale — for example,
the scale of distastefulness of eating seafood of the cost.
The propositions in the two conjuncts must be from the
same scalar model, as exemplified by Max not eat shrimp
and Max not eat squid. Max not eat shrimp in Max won't eat
shrimp, let alone squid, is more informative than Max not
eat squid. There is a specific pragmatic context in which
the utterance of let alone construction is felicitous. In terms
of pragmatic constraint, the weaker (the less informative)
proposition (viz., the proposition carried by the second
conjunct) is at issue.

There-constructions (cont.)

Lakoff (1987, Croft and Cruse 2003: 240-241)

f. Delivery: Here is your pizza, piping hot.
g. Paragon: Now there was a real ballplayer.

h. Exasperation: There goes Harry again, making a
fool of himself.

i. Narrative focus: There | was in the middle of the
jungle.
j. New Enterprise: Here | go, off to Africa.

k. Presentational: There on that hill will be built by
the alumni of this university.

There-constructions (cont.)

Lakoff (1987, Croft and Cruse 2003: 240-241)

«Existential there-construction
a. Central: There is a fox in the garden.
b. Strange [event]: there’s a man been shot.
c. Ontological: There is Santa Clause.

d. Presentational: Suddenly there burst into the
room an SS officer holding a machine gun.

There-constructions

Lakoff (1987, Croft and Cruse 2003: 240-241

aDeictic there-construction
a. Central: There’s Harry with the red jacket on.

b. Perceptual: There goes the bell now!

c. Discourse: There’s a nice point to bring up in
class.

d. Existence: There goes out last hope.

e. Activity Start: There goes Harry, meditating
again.

Building Constructions in

Taiwanese Southern Min

42




1. Existential Constructions
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1. Existential Constructions (cont.)
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2. Psych-Verb Constructions
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2. Psych-Verb Constructions (cont.)

2.1.3. (FIA3) TRRSH, + PRSI+ T URFROE
4
e.g., FRIYHE T A

2.1.4. (MAd) TESH + TROIIE, + TROHG, + TR
RO o
e.g., RO ]

2.05. (1AS) TREGH, + TH + TROHGE, + T
o7 T
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2. Psych-Verb Constructions (cont.)
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2. Psych-Verb Constructions (cont.)
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2. Psych-Verb Constructions (cont.)
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2. Psych-Verb Constructions (cont.)

3.1.2. (4A2) TEHG, + T A[/ 8+ Py + Tiue
1
e.g., MHFRI-AHE ST IR
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[, ~ Tf{¥ exasperating, annoying, entlcmg
boring

3.2.2.(¢B2) TEUEY, + THUFF, +0
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2. Psych-Verb Constructions (cont.)
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3. Depictive Constructions

o Depictives in Taiwanese Southern Min

X-V-Y-ADJ Types

1 |Mary made her teacher angry. Causative

7 R MR R

2 |The fisherman found the cliff quite steep. Small clause
PSR AR

3 |Joan saw Mike sleepy.
[

Perception Verb

4 Tom often eats the oyster raw. Depictive
e et Qg
5 |The blacksmith hammered the hoe flat. Resultative

R PR




3. Depictive Constructions (cont.)

o  Depictives in Taiwanese Southern Min

Depictives in TSM

Subject-hosted Depictives

NSub-Vagjunct-V-Nobj,

6a |He was frying rice naked.

6b | IR LT AR

While he was naked, he was frying rice.

6c |FIFHITERFVR R BEATE

When he was frying rice, he was naked.

3. Depictive Constructions (cont)

o Depictives in Taiwanese Southern Min

Object-hosted  Depictives

Languages Construction Types
TSML NP3- XP-V-NP,

Ta e A
TSM2 NP3- V-XP-NP,

7 A%
English NP3- V-NP.-XP

Tc He eats the oyster raw.

3. Depictive Constructions (cont)

o Depictives in Taiwanese Southern Min

Resultatives

Subject-hosted Resultatives

NP~ V-NP,-XP

g2 |RCERTTER

“Lisa became drunk by drinking’

8o IR [
“Let’s finish eating and then take a walk’
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3. Depictive Constructions (cont)

o Depictives in Taiwanese Southern Min

Resultatives

Object-hosted Resultatives

NP;- V-XP-NP;

% (PP

“Mike broke the vase’

o [REHETS
“The baby spilt the milk’

3. Depictive Constructions (cont)

o Depictives in Taiwanese Southern Min

Special Constructions

Na® ¥ XNa’¥| Y

10a | QIR G
while drink coffee while discuss
‘talk over coffee’

100 [FpTLps €
‘nod while watching T.V’

4. Middle Constructions

o Middles in Taiwanese Southern Min:
Interface of Lexical Meaning and
Event Structure




Hierarchical Structure for Middles

S
~
NP AdjP
N
i Adv  Adj
| —
EE[ Adj Vt
I
JEJ Fid

2. Pluractional Middles in TSM
Defined

o Pluractional Middles in TSM result
from a valency-reducing operation in
which u7 %] as the generalization
(GEN) operator or its negative
counterpart bo5 . triggers a change
of two-place predicate to one-place
predicate.

o The internal argument becomes the
subject of the sentence while the
external argument is suppressed.

o The implicit argument bearing the
semantic agentive role is not realized
syntactically. The implicit argument
bearing the semantic agentive role is
not realized syntactically. The
suppressed agent in middles can be
taken as a covert form of free choice
(ANY for short). ANY is licensed by
the GEN operator u7 ‘EJ generic
operator.
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o A pluractional middle also involves
the feature of non-veridicality

o Pluractional middles are
dispositionals. Dispositionals are
subject-oriented and can be
construed as attributing a
dispositional property to the subject
in question.

o They also involve an element of
modality, modality involving the
notion of possible world and
subjectivity (Stein & Wright 1995).

3.Previous Works on Pluractional
Middles in TSM

o Chen (1934), Li (1950), Zhang (1983), Yang
(1991), Zhou (1991), Li (1996)

(1) a. Chit4 niann2 siannl1 khah4 u7
chhing7.
ﬂ*ﬁﬁ?}ﬁ‘e]ﬁ'.
‘The clothes are more durable’
b. Chit4 pangl bi2 put4-chi2 u7 chiah4
FEIR T A
‘The rice harvested this season
produces lots of helpings’

OoooooooaQ

(5) a. Kiml-kuel chinl u7 khng3.

£33
‘Pumpkins keep well’.
b. Chit4 ching2 tangl-hun2 khah4
u?7 chu2
b
‘Green bean noodles when cooked
produce a lot of serving’
c. Lian2-bu7 siong7 bo5 khng3
B W
‘Wax apples are most difficult to
stay fresh’

OO0Oo0DoDoOoooooao|o




o (7) a. Kha2 khi2 po3 ia2 u7 chhing7
TR
‘khaki cloth is quite durable’
b. Lik7 te5 pi2 ang5 te5 khah4 bo5
phau3
AR PR
‘Green tea can be infused less
repeatedly than black tea’

O0oO0ooooao

6. Evaluative Middles

o Points of difference between
pluractional middles and evaluative
middles

o (14) a. In spite of the shared
dispositional feature ascribed to the
subject, the former is characterizable
by the backgrounded unbounded
pluractionality, whereas the latter can
be construed as semantic properties
based on evaluation.

o (14) b. The latter is more productive
than the former, as in ho2-khuann3
% ‘pretty’, ho2-thiannl #2 ‘pleasant,
ho2-chiah8 # & ‘delicious’, ho2-sia2
¥ ‘easy to write’, etc.

o (14) c. The former in its positive form
corresponds to nai4 fif +V, jingl 3% +
Vor jinl & +V in Mandarin, whereas
the latter corresponds to hao3 # +
V/nan2 & + V in Mandarin.

o (14) d. Only monosyllabic verbs are
acceptable for the former, whereas both
monosyllabic and disyllabic words can be
accommodated for the latter, as in Gin2-a2
ho2 iol chhi7 [#lﬁ'ﬁ?]ﬁﬁ ‘The kid is easy to
take care of'.

o (14) e. The former involves a whole set of
events converted to a generic reading,
whereas the latter may be a single event.

o (14) f.

o Ho2 ## or phainn2 % in the latter can
be further preceded by u7 "EJ, whereas
u7 ‘EJ or bo5 £ in the former can only
be preceded by adverbs of degree.

5. Liah8 77 Constructions

o The Dual Function of Liah87: (<#j) in Li Jing Ji
Typel [ligh8 ]/ +NP+V

(1a) ] + NP+ bare Vt

s

“beat the matchmaker”

(1b) |]s +NP+MWt+Phase C
'lll’i'qﬁjfj;ﬁ’f‘%!,@

“lit the candles before the Buddha’,
(10) |74 +NP+Mt +Resultative C
LN

“break the mirror”

(1d) 4 +NP1+ compoundV (W),
T4

“put the embroidered box in order”.




5. Liah8 7JJ Constructions (cont.

o The Dual Function of Liah87: (<#) in Li Jing Ji

Type 2 [Liah8 ] + NP1 +V +(X)+ NP2

(2a)  |Double-object construction

5+ NPL+V+(X)+ NP2) o 2o

‘marry me (viz., your daughter) to Lin Da’,

(2b)  [Transfer construction

]+ NPL +V+(x)+ NP2
RN

*hit Lyu Mengcheng with an embroidered ball’,

(2c)  |Characterizing construction

Ju +NPL+ E¥/fit+ NP2

JofHE i

“take his enthusiasm as indifference”
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TBRL | FEl Al

222 I | TR

i [ EE] FEI

PR | TR A | R TR

1 i BISFT (P B
2. @ CHIH P RISE (1 LCf
i)

S

6. Sui generis constructions (ﬁ?”ﬁ?}k) (cont.)

o uﬁﬁt*ﬁ |§>-E G f[J%-—‘ 5 «ﬁﬂﬁf"ﬁ’f—‘ RERE i
;t;“?‘r‘f‘,ﬂﬁﬁ I -

e.g. HOXFIHY (PRI
SFEB GBI GOV AR
i TR XY
ﬁi‘?’,z‘rjm: Hggy 3?‘
B, ST TR R
* BRI - BB R i e
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6. Sui genetis constructions (ﬁﬁﬁﬁ?‘})(com.)

e.g., R DAFEHIE Ly (RIEHEH)
SRR (5 XY, 1@4@ 5) (v
)
(45 WS e
THPRR ) IR XY
e i o
* [ ST Y Fqé
*[URRG - FHER T vs
IR RS
CFHER R

6. Sui generis constructions Gﬁﬁ”fﬁ?‘})(mm.)

o AR RHRE]

SESLR ﬁ‘l?\‘ constructions iﬂﬁ‘?iig", patterns of coining
wWEJ | F 3
| T

6. Sui generis constructions (ﬁ’iﬂ*ﬁ?‘?)(com.)

o ﬁ?‘”F"l !+ R+
G L:?;(:Eh ;fmﬁ* Uﬁhﬁ! - A SR

5 wos) © RIS £

R T s

.
T A
TR TR T

OREEL THRE




6. Sui generis constructions (ﬁﬁﬂ’fﬁf‘c)(mm.)

R LR
- R Y R AIRRS ER

e.g., P 58 T (W Fe e
B T T
AR - BReT)

E RIS i IEHRIER T OEEl
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6. Sui generis constructions Gﬁﬁﬁ[}fﬁ?c)(mm.)

o F&E (patterns of coining) (Kay 2005)
%'ﬁ';ﬁﬂ ‘P, kah4 na2 + £5+[] leh

[ pe [ (e ] e
p e [ [ [
Rl | Bl
P EEE
T ES Bl
W Rz [ 1H | |
e | EELCE]
o i EE Bl
o 0 r [t [w
PEm | B ERECEE
[ s san2 ] T P |
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« A. From Construction Grammar (CxG) to
Construction Discourse

B. Constructional schema in interaction

C. Constructions and language change

D. Case Studies

A. From Construction Grammar (CxG) to
Construction Discourse (based on Ostman 2005)

* Mother drowned baby.
- acceptable as headline

- but a peripheral construct not licensed by any of
the core English constructions

(cf. A mother drowned a baby.)

[ *...context matters greatly when we are faced not
only with linguistic acceptability judgments, but
also with respect to making judgments of
grammaticality.’ (Ostman 2005: 123)




A. From Construction Grammar (CxG) to
Construction Discourse (based on Ostman 2005)
(Cont))

[2¢...as presently conceived, the patterns that
may exist for combining sentences into larger
structures (“paragraphs” or whatever) are not
being included in the set of grammatical
constructions.’

(Fillmore & Kay 1993; 1.10)

A. From Construction Grammar (CxG) to
Construction Discourse (based on Ostman 2005)
(Cont.)

* The recipe pattern (as DP)

Heading
name of product-to-be
cultural information

Ingredients
list of ingredients
specific amounts
temperature
amount of final product (e.g. ‘serves four’)

Instructions
sequentially ordered
directive mode
alternative paths

A. From Construction Grammar (CxG) to
Construction Discourse (based on Ostman 2005)
(Cont.)

[°In the areas of pragmatics, register, and discourse,
Construction Grammar has so far not established any
rigid notion of what belongs where. In fact, it is not
even clear that all practitioners of Construction
Grammar are in favor of taking Construction
Grammar beyond the sentence.

However, a move beyond the sentence is not at odds
with the original motivations for devising the CxG
model.” (Ostman 2005: 125)

A. From Construction Grammar (CxG) to
Construction Discourse (based on Ostman 2005)
(Cont.)

* Mother drowned baby.

- Three possible DP (discourse patterns) in which
the sentence could be felicitously uttered or
written:

(a) headline
(b) family conversation
(c) interlanguage

A. From Construction Grammar (CxG) to
Construction Discourse (based on Ostman 2005)
(Cont.)

» Much of discourse is conventionalized.

« Discourse patterns as conventional constructions.

B. Constructional schema in interaction
(based on Couper-Kuhlen & Thompson 2005)

* A two-part constructional schema to retract
overstatements/exaggerations — concessive repair:
(Overstatement)

(a) Concession
(b) Revised statement

+ A constructional format emerging from interactional
needs of a routinized rhetorical practice — displaying
rationality and accomplishing ‘being accountable’.




B. Constructional schema in interaction (based
on Couper-Kuhlen & Thompson 2005) (Cont.)

» Schematic form of the Concessive Repair practice

Overstatement | can switch off
(a) Concession well not really switch off
(b) Revised description but you know relax

B. Constructional schema in interaction (based
on Couper-Kuhlen & Thompson 2005) (Cont.)

* Scalarity:

- A scale constructed on semantic or ad hoc pragmatic
terms, with overstatement being the stronger term and
the revised statement the weaker term.

e.g., <switch off (stronger), relax (weaker)>
ordered on ‘is _ more inattentive _ than’

- By appealing to such a scale, the speaker can deny the
validity of a stronger term, while at the same time
asserting that of a weaker term, and the essence of an
original affirmative or negative claim can be preserved.

B. Constructional schema in interaction (based
on Couper-Kuhlen & Thompson 2005) (Cont.)
« Construction-like:

- some aspects are fixed -- bipartiteness, polarity,
contrastivity

- the lexical realization of the scalar relationship -- while
constrained by the relation -- is relatively free

- common, recurrent interactional practice sedimented or
‘grammaticized’ into lexico-grammatical pattern
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B. Constructional schema in interaction (based
on Couper-Kuhlen & Thompson 2005)(Cont.)

* Projectability

- As a construction, Concessive Repair is so well-
entrenched that -- the concession (the first component)
projects roughly what the second component will be

- Thus, the revised statement (the second component) can
be left implicit or co-produced.

B. Constructional schema in interaction (based
on Couper-Kuhlen & Thompson 2005)(Cont.)

10 - Nan: [Oh:::[° | h*elln] *0.° |

1 - Emm: °Nothin®

12 - (0.3)

13 = a Nan: .tOhl'vegottalot'v (0.2) frie:nds, =
14 = b Emm: =But n[othin’ you're] dating.

15 — Nan: [But n o:]

Overstatement Oh hell no

(Implied — I have no hoyfriends)
(a) Concession I've got a lot of friends
(b) Revised description but nothing you're dating

C. Constructions and language change

+ Language use, repetition, frequency
- Constructions: conventionalized speech
patterns frequently occurring in daily
(spoken) language use (e.g., Bybee &
Hopper 2001).




C. Constructions and language change (Cont.) D. Case Studies (Cont.)

« Structured and cognitively represented in a Chinese:

highly skewed fashion. (1)'V+— + i+ N (based on Big 2002, 2004a)

- lexically constrained “chunks” with autonomous
cognitive status -- often with specific interactional o = [N s B+ B
functions (e.g., Fillmore et al. 1988; Kay & . frequency effect — |exica||y skewed
Fillmore 1999) « Cf. Tao Liang 2002 -- phonological reduction in

spoken Beijing Mandarin
- phonological reduction o ‘(~ )+ {# + N = saliency of N as discourse participant

- semantic extension/reinterpretation
- structural reanalysis (Hopper & Traugott 1993; Traugott

2003)
. D. Case Studies (Cont.
D. Case Studies ( )
o V- +JH+N
P - smaller construction in larger construction family of related sub-constructions
English: v V4= + i+ ZERO

e.g. B il 7 [l fit 45 !
‘ZERO +~ + [ + NEG-SV'
g~ W]t~ B F

(1) be going to vs. be V-ing to (Hopper & Traugott

1993)
o 'V + il + Comp’
e.g., i 5 IS0, BRI, R, TR T R [l
o VN
e.g. J R, Bl BRI, P2t #45 6T 35 R
EERE S % SR
o of 'V+ 'E’,-lﬁh- BN
eg. s, TBEY
D. Case Studies (Cont.) D. Case Studies (Cont.)
(2) I think vs. other that-complements (Thompson & (2) L PR [ EBEIRT 557 (based onZi A% 2004)
Mulac 1991a,b) i i .
* The fully generalized notion of construction

. . * The syntax-lexi ti Croft 2005: 275):
* Most tokens of Complement-Taking Predicates (CTPs) e syntaxlexicon continuum (Cro )

are the highly frequent think, feel, know, see, guess, say, - -
show, believe, find. Construction Type Traditional Name Examples
« | think is the most frequent CTP-phrase. Complex & (mostly) schemat?c yntax [SUBJ. be-TNS VERB-en by OBL]
« I think has arammaticized as a separate “chunk” Complex & (mostly) substantive  idiom [kick-TNS the bucket]
9 P ! Complex but bound morphology [NOUN-s], [VERB-TNS]
- phon‘?lOglca”y I’edUC?(.j Atomic & schematic syntactic category [DEM], [AD]]
- used in non-CTP positions Atomic & substantive word/lexicon [this], [green]

- used to express epistemic stance
» CTPs and their subjects are stored and retrieved as
schematic epistemic/evidential/evaluative prefabs.

(see Thompson 2002, Tao 2003, and Huang 2003 for further research on
similar topics in English and Chinese)
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D. Case Studies (Cont.)
' “'T'i*ﬁﬁ[f LT - T

753" (PEREEH
lﬁﬁé Tkl BfREL H R - JUER
eg., i"ﬁu“” PR - SR -
IPRELPI AT A= ’HF“JU%“TFF&'?&% R
F,J_i\:ig!r!* (et ‘Ij\‘%({_ Y ﬁmjﬁi
- SHEL O LR (ISR
74 + i)
S
eg. Wr’ PIRLIE 0 iR T #ﬁ;ﬁq! fcl o)

PSR T+ S (AR
TR s PR TN
i@?’l*ﬂ@@ & f“U%‘ﬂ@t uﬁ'fu

B
o (EHETHRED R W [

D. Case Studies (Cont.)

Y 3"@§F1E|6J{§1 PN R~ [y gﬁmﬂﬁhﬁf 15
Fﬁ%&,‘fﬁl@ ]lﬁ@lﬂs{ﬁ Ti%jg PRI o

TNJD »*d/'” I#I uiriﬂ Z| A
mOI‘pL&OgIZﬁtIOﬂ o

&f I [0 Fomed [ FLRLAMT~ 7 i 53 AP 555
[P P S S s (IeX|caI|zat|on) .

(cf. Chui 2000 -- Morphologization of the degree adverb
HEN -e.g., J‘LF j%y ,‘\LJ,%T L g :éﬂﬂﬁ

R PATAORE ™ - Frgl R -
XA UG RH -

AR

D. Case Studies (Cont.)

* ﬁl;l? *f;l’ i dl f”?fi IELVH*F Vi

o E RS > SRS fE D VTR
i L e A

* R~ SRRt
[ o

i 7 ) 55 p— qeplEE o
chbe?e%“ e B3 - R ER

3 {:;E;x Y YRR E Fk Bl muiﬂgt

. j]‘"J

FR g 2 v F&llﬁgﬁwﬁi b 5
é?;%fnliﬁz* boundarylos g { 53 1
I THIEN G ARSI [~ o

D. Case Studies (Cont.)

(3) ‘Clausal Subj + %+ (based on Big 2004b)
* BT HIMIIAIE [

« arecommendatory construction to express the speaker’s
commitment (endorsement) to what is said in the clausal
subject — outstanding frequency in spoken Mandarin but
not in written Chinese

eg. BEF B L -
U | AR B
U PR
PRS-
FRHERL -
iﬁfﬁf‘%éﬂ (R S=1

D. Case Studies (Cont.)

« the grammatical main predicate does not
contribute to the propositional but rather the
epistemic part of the “message” of the whole
utterance

« reminiscent of the | think type of epistemic
phrases

['the type of grammaticization in which a
governing or head element is reanalyzed as a
governed or dependent element’ (Thompson &
Mulac 1991: 323)

D. Case Studies (Cont.)

+ the main predicate (tative verb plus sentence
final perfective marker) turning into something
close to an epistemic adverb expressing stance

¢ de-categorialization
- major lexical categories (e.g., noun and verb)
shift towards secondary categories (e.g.,
preposition and adverb)
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D. Case Studies (Cont.)

« stabilized constructional units

« the evaluative senses are not entirely tied to
hao but rather to the hao construction as a
whole

« Isn't it, then, reasonable to postulate that in our
mental grammar, these routinized collocates
are actually not subsumed under the lexical
entry of hao, but rather have acquired the
status of a processing unit on their own?

D. Case Studies (Cont.)

s (VISV(=F
- - fﬁ s R B

© EIC R

- t E%’f\_x s [{' n‘/ H s R ESTREETS o SRR - B
CRTIC ]
p \

o V(=R
- T B R O B e B

.- grgn/w R X

D. Case Studies (Cont.)

IR R0

uf[uf
(V)SV(- ) 120 45%
- RiX 91 34%
V(- BN 39 15%
- BH 32T X 15 6%
AR 265 100%
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D. Case Studies (Cont.)

o PEIS A X

- %gﬁwgﬁ; =
- Sub-construction of (H)— M ¥/ 312/t X
e.g., — fif Ii’,[f/”} BIPX - % Ii’,[f/”} 2IX

Hi2 W

D. Case Studies (Cont.)

N tJ EJu 5 u: J7 ng {L'“‘WJJFT"’%J T oLt -

ot
- S Wj”il 57 CF B AR

LI R (- RARRLG e e & R
ﬁH)

KL £ ST T 20%525%: F]

D. Case Studies (Cont.)

U;JP%J = gﬁ
u ) %‘/i% Wﬁ




D. Case Studies (Cont.)

N

u

RYE SO PR ER )
é%ﬁ;ﬁ 'il#fﬁ |F'J'Eﬁﬁj ﬁ'%ﬁ#f[r[”%

@ fﬂz
‘E

e

D. Case Studies (Cont.)

Summary:
« Constructions and Discourse/Interaction

+ Constructions and language change

- Constructions, grammaticalization,
lexicalization, and characteristics of
Chinese grammar

D. Case Studies (Cont.)

IR 40 44%
- Hﬂ/rﬁiptuppr' it 13 14%
ZREFIE ISR TR0 f 38 42%
B 91  100%
o SIEEEHUENEE PP A AR SR BIEE
FIJtﬁﬂﬂ) (44%FJF1J4%F_P58%)S' FPFREEER
o ; [L' PRLS 28 TR (R E S
' k]

D. Case Studies (Cont.)
o TTERE T PR (AR
- A (HE)EEDPIE = B
- A (K )RRV ) R
- S I RO fE (O E B
- F glﬁ Jlf\lﬂlm?(ij[l? LS e
- 4z

(j i)
. ;EE uf< I[—{FE:LFI L] ﬁc?ﬂ E iﬁfﬁi@iﬁﬁ}.‘i

M SR LA (continuum) > RLES
Hlfﬁ F zr(Holgber&Traugott 1993)

.@;f L @qifﬁuﬂkﬁt G Bz
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Genarallzations

<#:' 32 (Construction Grammar)2. 2% & 5 & >

O
Constructionist approaches

m Knowledges of language consists of leamed, form-
function comrespondences

£.g., Flimoee, Kay, 0'Connor 1836; Langacker 1367,
1541; Fillmare et al. forthcoming; Gokdbeang 1995 2008;
Gleftman 1994 Croft 2001; Jackendaff 2002; Culicover
and Jackandoft 2005; Tomasallo 2003; Sool 200
Ruppsnhofer and Michaells 2001; Pinker and Jaskendof!
2005; Hawking 2002, Minlo 2001; Saffran and Glenoeng
2005, Lambrasht 1594,

ng on Labal axampie

Wzl Magazine construction Him, & dogtoe ™
W P N consiruction .'15\]595}" MU&E.’UE}'-EWE'FE'E}'
Tire avay constiruciion TWWIshin e night away
Whal's % doing'y ! Whars mal fiy going In my soup?!
Sominal Extraposkion cansTuclion i's amazing fhe diference!

Siranded preposifion consTucion  Who ovd hie give !iat to?

Fill=nore, Eay and O Commer 1988; Calicover 1998; Tackendoff 2003;
Wiliazns 1994, Zwicky 1574, Lamhrachs 1984

" B

Argqument struciure CONSTRUCTIONS

Fd=aning Form
Examph
Noaumes Yiorosve 2 | Su| W On OBz
= gha Shi maapid b
SOTRHTHG.
Hmowves (o) 'Y Hub| W FP
The Fuck ingvsd gow
e siree
Ncauses Yiomoee 2 Sul| v O PP
She snemred herdoath
GCITES S
Xcauses Yiobecome 2 | Sub| v Ol RP
He ook himsat” oy

e
Twao major challenges:

= Detail exactly how and why constructions
are leamed

® Account for constraints and generalizations

that exist. FEZ "™ m
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» Unwersal Grammar Hypothesis: we bring to the
task of language leamng, domain-specific
Enowledge

®m |z it possible o account for cross-linguistic
peneralizations by appeatng to independenty
needed cognitive processes? (o aso Hauser, Chomsky
and Filch 20021




8 Proposed universals related o
ARGUMENT STRUCTURE

rop ross-Lingmstic Universals

E.z., Dowty (1001

w if there's a subject and an object, and
n if there's an ACTOR and an UNDERGOER
then
ACTOR -» subject;
UMNDERGOER - ohject,

except when theyre linked the opposite way,
in certain (smtactzally srgative) languages.

m Dowty: relatively weak claim

w Cwersimpified account of ergativity

¥ldin? I syntaciizally ergalive with nominals:
E:f'l"'.itﬂl:ﬂw accusatlive with Bronduns (Dimon 15730

m Alzso, what counts as "subject” “object” differs

cross-linguistically Fred 1953 Mors 1357, Crof 200
Bartidal 2005)

Reformulation of Dowty's gensralization:

Actors and undergoers tend fo be expressed n
promingent slots

“conceptual accessibility” of actors e
arel Wag=en 195% Baock, Lodbel and Merley 15 Teriel amed Feleks
10585, Kall 197

undergoersfendpoints are also salient

and closely attended to Retermson ad Sus 180
Wischwurd 15606, 1996, Clniben ot ol. 1568, Clerpely of al 1995
Fosmnesiz o ol Lo appen; Lamsdin 005, Regier 2000}

"
Actors are salient

--Vl5ual attantion t2nds bo b= centerzd on the aoior
In an event (Robertson and Sucl, 1960).

--AQENT DI3S [Chase vE Meg) [FIsher et 2. 1594)

-<3 month olds: atibute Intentianal benhavior fo even
Inanimate objects (Cslba &t &l 1998

--16 manih olds: distinguish intentional ve acckiental
actions [Carpenter s &t 1938).




[
Undergoers are salient

—easier fo discriminate between events that have dlstinct
endpaints than dednct oneets (Regier and Zneng 20033

-- & mionth olds a%end more 1o changes of Gi&te than o
changes of mallon without corresponding state-change
Mhioooeard 1935 1555)

--subjechs use 3 wiier range of more speciiic werdE
escrine endpoint-foclsad actions than onset-focused
achons Lardey, 2003).

--EF%E’IB Fr speakers ane mare lkely B rnerm:n.g_:lal-
Irected paths of maticn tham atiic paths wh
describing vides dips {Pourel, 20041

Refarmulation of Dowy's generalization:

AChars and undergoers tend to be expressad In
prominent skats

Tendency I explained by the fact that we attend 1o actars
and Unoergoers.

Panicular consiruciions aliow for exceplions (2.9., passive)

" EEE
Another example, taken as evidence for
Universal Grammar :

# of arguments expressed

# of semantic arguments
The lzomorphilc mapping principls
{Lidz, Glettman and Sleltman 2003)

" B
Ewamples of general tendency in English

# of argemsnts exprasesd = # of semastic argumests

Meaning Fomm

X maves ()Y E
X Y

Xcauses Yiomowe Z  [Sub] V OO PR
X ¥ Z

X Causes ¥ bo bacome £ | Sub) V OB RP
X Y Z

X caEEs ¥ bo recelve 2 |Sub] W Ob) Obj2
X ¥ Z

w (Grice [1575) Maxim of Quaniily: Say as much, and anly
3 much, 8 Is negoad for e commdnizatie goal

. Pragmalic assumption in all kinds of [Inguistic and non-
linguistic cammunicative acts.

(cf. also Paul 1339; Zipf 1935; Hom 15384

Pragmatic Mapping Generalizations
(Celdbaerg, 1004, Cogmton)

A} The arguments that are expressad are mierpretad ta be
relevans to the message baing conveyed.

B Aoy semaniic arguments in the event being conveyed that
a1z redevans and mon-recaverable from context muss be

averily mdicased.
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O
...Pragmatic generalization

= Relevant
Identifiable

m Exprezsed
m Relevant & Mon-recoverable =

" B
Recoverable arguments are typically omitted
cross-linguistically
Chinese:
A peiE
he
M give [vou] [some p=ach]® {Mok and Bryant 2002

Korean, Chiness, Japaness, Hindi, Hungarian,
Kannada, Laos...

<Pragmatic Mzpping peinciple zlso allows for
anguments to be identified without appearing a5 an
owvert complement:

& ar =
e=prazzed

Samanfic “icerpesadea”
camemctze:

ia g, Faf baered dhe foadl

& (Pat, tha lossl, ke presd

60

Pragmatic generalizations say nothing about
arguments that are recoverable or imelevant

In Tact, languages and constructions within
languages treat thess arguments varlably...

<Particular constructions allow for recoverable
and/or imelevant arguments to be omitted, even in
English:

Sheet Fansire
i g, Forwerkilfed) t L (Fat, Fat'n beller)

The deprebled ol
camEmctss 1 % i i e Kiis
i g The sper killed apaig TR e ey

ENGLIZH (intrans) EWE (ransitive)

run fe, “coursey="
Swim fu, “water’
bow olow, “ainge "

Essegoey 1939, o appear

Lao (amesa to sopeary At most two arguments per v,




"

® 50 [somorphic Mapping principle does not
hatd, but Pragmatic Mapping
generalizations do.

' B
Other proposed language universals regarding
argument structure

m Argument per Subevent Principle

1 - v -

Accounting for constraints and zeneralizations:

8 Creneralizations do not legically requmre
recourse to Ul
8 They may stem from:
o ganeral cognitive (a.z., attentional) facts
opragmate {8.g., Gricean) facts.
cor may follow fFom semantic/pragmatic facts about
the constractions imvoived.
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'_
. . .Proposed universals of argument structure

® Dowty's linking generalizations
S explained by attentional properties of humans

» Tendency for # of args fo equal # of
complements

S explained by general Gricean pragmatics

"

® What about more complicated syntactic
generalizations?
O '3”'-. .:" LE inyersion
olsland constraints

Constructionist approach
Two major challenges:

m Defail exactly how and why constructions are
earmed

mretn et E = - =

Skewen Input (what chiloren actualy receivel




Adele E. Gobdberg Adele Goldberg Lea m l n g

Constructicns at Work Princeten Unlversiy

¥ v A e 1 (o

Taip=i
Taiwan Aug 3108

Learning

Is it possible to feam new constructions without explicit Rules linking, =.g., agent to subject are “near-universal in
training or feadback? their essential aspects and thersfore may not be learned
at all’ (Pinker 1285: 248)

“there is sufficient cross-linguistic similarity in these linking
rules to get the leaming procedure stared...” (Maigles,
Gleitman and Gleitman 1993}

Preferential looking paradigm has been used o argue that
the linking rules are in place as young as 20-30 months,
the implication being that they are notlearmad (Marcus
2008; Gertner and Fisher 2008)

Learning a novel consftruction:
+ Form: Subj Ob V-0

+ Experiments designed to test whether a
theme apreaRS in location

novel construction can be generalized - Meaning:
without explicit instruction. '
Example:

{Casenhiser and GCIHlDEFg. Devalopmenia! Science. 2[‘]5:-
* “The frog the chair moopo-ed.”

+ Video: the frog appears on the chair.
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Training condition: witnessed 16 instances
of novel construction with 5 novel verbs

(4-4-4-2-2)

Control condition: watched same 16 video
clips without sound

+ training

Test: forced choice

+ Determine which scene a sentence
corresponds to:

Scene #1: scene of appearance
Scene #2: matched foil scene

+ Test] Test?

— MNovel instances of the new construction
= (involve NEW novel verbs; NEW scenes)

Comparisen of two condiions (mean age 54, n=34)
(Casenhiser & Goldberg 2005, Dev. Schence)

TSN T UMD o) QORI MR DN BED
st o

Children were sble to leam novel constrction with 3
minutes of training

+ Leamning is nof likely an effect of
preexisting knowledge:

— WNovel construction violates a proposed
universal

= Locative phrase -» oblique (PP in English)

— Consiruction relating “appearance” meaning
to unusual verh position is unatiested.
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Morpheology is not necessary mean age £:3; =238
[Casenhiser & Galdbery 2005}

MEan NambEr omeot responGEes (ot
o5

Parsllel resnlts when novel transitives are interspersed at
test without morphological coe

|s it possible to encourage the formation of an
abstract construction?

+ (Generalization from instances is not automatic: it
requires that one instance “remind” the learmner
of another instance.

+ |t also requires that the leamer “notice”™ shared
or related atiributes.

jcf. Allen and Brooks 1391 Goldsione 1984 | Markman & Ganinar
1293; Ross et al. 1990; Resorla and Fumaw 1877, Ross 1957}

“Category bootstrapping by similanty” iscasane

1954)

+ Shared concrete similarities across exemplars
should serve fo remind the learner of a previous
instance.

* The leamer is then more likely to notice abstract
shared attributes, thus encouraging absiract
category formation.

+ Include more items that share (relevant)
concrete similarty:

— Greater number of items that share the same
nonsense verh.

shewed frequency training cunditiun2-2-2-2
{Balanced) training condition: 4-£-4-2-2
Control: watched wideo without sound

Controlled for overall tokenftype frequency:

Total # of scenes: 16
Type frequency (number of novel verbs): &

All three conditions watched exactly the same video

Results for all three conditions (mear ags 5.2, ras1)

Casenhiser & Goldoerg, 2008, Dev. Scisnce

[ no-Soun aontrol

B ibalanced) irining

mEan rumber of commeot responses
ot o )

frequency exemplar facilitates
uction
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Similar results for adults n=2a1

(Goidberg, Caserkiser and Sethuraman 2004, Cog. Lig.)

T

&

£ B conirel

47 B balanced training

]

] [ ckewed frequency|
trairing

14

mean number of cormect rasponces
(outof T)

« Younger kids?

Accuracy on novel construction
imean age 45, M=04)

15 4|_

5 ———{m oanirzi

L {0 isiewed) traini
15 —
&5 —

0

mires] aonsineton

Four year olds are also shle oo leamn nowvel constroction with
3 mimutes of training

+ Can novel construction he distinguished from
the transitive construction?
— Maowvel instances of the new construction
= [I"I'.lClI!.'E NEW novel verbs; new sCenas)
— Movel instances of familiar transitive construction
= I:i 50 Imeaive new nowvel werbs, new SCcenes)
Important to test to know that subjects are
aftending to the form of the novel construction.

[=]
i

H 'IgJ|Eh g nove congtniction fram transifive construction
ireman age 4,5, H=Zd}

W sanral
B (shemved) braini

transitve

Four year olds were shle to distingnich the novel
constmction from transitives

Adults disinguish nowvel construciicn from new Instances of ransiivas
as well
fundengrads, N=36)

I paniral
Bl skl irainin

@ emsmamen o n®

Iansiiee
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Possible issue with no-sound control condition used in
pravious expenments

= We know language can focus attention and encourags
generalization. ..

» Could it be that children are able to assign the nove’
mieaning o the novel pattern at test just because they
heard some language during training?

Additional control condifions:

2 MPs during training phase:
The sun the sky
The table the bug

Familiar intransitive construction during training
phase:
The sun fegs in the shy

Many open questions remain....

+ Just how detailed and how robust is
knowledge of the novel construction?

+ The role of type frequency
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= |f children hear:
— The sky the sun

= 'Will it prime them for the meaning of “appearance” so
that they choose appearance clips at test more often
than chance?

Control condifions s uresgrsas:

(Goldberg, White, Casenhiser, to appear, New ideas by Psrchalagy]

[ no-sound sonzral
W 2 NP oontrol
O intrans. control

Accuracy on rovel consiruction fout of

= Comparison to chance:
— Mone of control conditions differ from chancs
(1§17 jm ~.48, P =.54) {t{17m1.13, pm 27) (117 }m 34, p= T3}
* Also none are significantly different from cthers.

Mew “idlom” fralning condfion (adults): al Instances In tralning Invole
E|I'g|E nanse vert
[erdergraduates)
[Mm38])

4 W zo-zzusd contro
1 £l o trainis,

- T
noeel cansiraction  Ensiier

Adults were sble to generalize beyond the single mstance
type at test, and were able to identify both novel

construction and transitives above chance, bt performance
om transitives suffered relative to the comtrols.




Relevance to actual input children
receive?

Omne verb often does account for the lion's share of iokans

Construction Corpus data Total # of verh
types

Subj V Obligue 39% go (136/353) 28 verbs
{Bales ef al. 1938 compus)

Subj v Obj Oblique | 39% put (101/259) (43 verbs
{Bales ef al. 1938 compus)

Subj W Obj Obj2 44% (226/517) 13 verbs

Recall moop Salichiooard (Sesnan and Mitna | = 12 verbs
to appear)

Subj W Scomp 40% think 2 verbs
(Higd =t ai o appear)

Two major challenges:

« Detail exactly how and why constructions
are learned

« Account for constraints and generalizations
that exist.
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Verb tokens in mother's utterances

Subj V Obj PP
{She Fied it on the tabls)

» Perceniage of lokens
of varous veros In
the cauvsed motion
construction:

. why

Summary

+ Contrary to nativist position, constructions can
be learned and learmned quickly.

+ Increased shared concrete similanty—more
exemplars with same novel verh in training—
leads to better accuracy at test.

+ Actual input children receive is taillor-made in
Just this way.

... Why constructions are learned

» Shkewed input with high propertion of instances with
sharad words encourages category formation.

» Constructions sre prirved in prodyction

= Also, constructions are good predictors of overall
sentence meaning

- fdeumai of Lismony and Language 2000)
* Corpus analysls; Goidberg, Casenniser, Sethuraman
= {Joumal of Child Language, Z005)




Accounting for constraints and generalizations:

* Generalizations do not logically require
recourse to UG,

* They may stem from:
— general cogmitive (e.g., attentional) facts
— pragmatic {e.g_, Grcean) facts,

— or may follow from semantic/pragmatic facts about
the constructions mvolved.
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Two major challenges:

+ Detail exactly how and why constructions are
learned

« Account for constraints and generalizations
that exist.

= Datail exactly how and why constructions are
learned

— Copsingctions Clinking nyles™ can be legmed guickhy

— Skewed input {what children actually receive)
facilitates construclion-leaming

— Constnuctions are
T Aning
— Indirect negative evidence

good predictors of sentence-

— Memaory for language




L2 3 F
o Context-sensitivity in Semantics, Lecture 1: Domain Restriction

von Fintel, Kai. 1998. The semantics and pragmatics of quantifier domains. Lecture Notes
from Vilem Mathesius Lectures, Prague, March. [available online at
http://web.mit.edu/fintel/; it is #28 on list]

Breheny, Richard. 2003. A lexical account of implicit (bound) contextual dependence. SALT
13.

Jacobson, Pauline. 2005. Variable free semantics: The case of quantifier domain restrictions,
Institut Jean Nicod, June.

Kratzer, Angelika. 2005. Covert quantifier restriction in natural languages. Handout,

“Context & content,” LSA.

Stanley, Jason. 2000. Nominal restriction, Logical form and language, ed. G. Peters & G.
Preyer, Oxford Univ. Press.

Stanley, Jason & Zoltan Gendler Szabo. 2000. On quantifier domain restriction, Mind &
Language 16, nos. 2 &3 (April/June), 219-261. (Issue also includes comments by Kent
Bach & Stephen Neale)

Westerstahl, Dag. 1985. Determiners and context sets, Generalized quantifiers in natural
language, ed. J van Benthem & A. ter Meulen, 45-71.

e Context-sensitivity in Semantics, Lecture 2: Comparison Classes

Graff, Delia. 2000. Shifting sands: An interest-relative theory of vagueness. Philosophical
Topics 28.1

Kamp, Hans & Barbara Partee. 1995. Prototype theory and compositionality. Cognition 57 ,
129-191.

Kennedy, Chris. 2005. Vagueness and grammar: The semantics of relative and absolute
gradable predicates. Draft ms. (June 25), U Chicago. [available at
http://home.uchicago.edu/~ck0/prose.html]

Ludlow, Peter. Implicit comparison classes. Linguistics and Philosophy 12 (1989):
519-532.

McConnell-Ginet, Sally. 1973. Comparative constructions in English: A syntactic and
semantic analysis. U of Rochester PhD.

Stanley, Jason. 2004. Semantics in context, Contextualism, ed. G. Preyer (Oxford Univ. Press.

69



e 5% 3% 2 (Construction Grammar) : & 12 333 2 & 47
Lecture: Construction Grammar: Historical and Intellectual Background

Goldberg, Adele E. 1995. Constructions: A Construction Grammar Approach to Argument
Structure. Chicago: The University of Chicago Press.

Goldberg, Adele E. 2006. Constructions at Work: The Nature of Generalization in Language.
Oxford: Oxford University Press.

Ostman, Jan-Ola, and Mirjam Fried. 2004. Historical and intellectual background of
Construction Grammar. Construction Grammar in a Cross-Language Perspective, ed.
by Mirjam Fried and Jan-Ola Ostman, 1-10. Amsterdam: John Benjamins.

Ostman, Jan-Ola, and Mirjam Fried. 2005. The cognitive grounding of Construction Grammar.
Construction Grammars, ed. by Jan-Ola Ostman and Mirjam Fried, 1-13. Amsterdam:
John Benjamins.

o #3432 (Construction Grammar) : * 2 33 2 £ 15
Lecture: Construction after Construction: Jackendoffian Approach and Building
Constructions in Taiwanese Southern Min

Akmajian, Adrian. 1984. Sentence types and the form-function fit. Natural Language and
Linguistic Theory 2: 1023.

Big, Yung-O. 2004. Construction, reanalysis, and stance ‘V yi ge N’ and variation in
Mandarin Chinese. Journal of Pragmatics 36.9:1655-1672.

Boas, Hans. 2003. Resultative Constructions in English German. Stanford: CSLI Publications

e @ &4, 2006 (MEieT A E) ATR AR R OB S HE S 2 HKEREE

Mg .51 20p - 21 p. R S KRY S H.

MEZ. 2005 s FEF A SFEERFAL. R2iis T 1652,

MR Z.2005b. EFF 3 e B ad pE RO G FE2REFT. $25 %1
HoLREFIRTEE.

Cheng, Lisa L.-S., C.-T. James Huang, Y.-H. Audrey Li, and C.-C. Jane Tang. 1999. Syntax of
the causative, dative, and passive constructions in Taiwanese. Contemporary Studies on
the Min Dialects, ed. by Pang-Hsin Ting, 146-203. Journal of Chinese Monograph
Series No. 14. Berkeley: Project on Linguistic Analysis, University of California.

Cheng, Robert L. 1998. Tongyiyu xianxiang zai Tai-Hua duiyi ciku li de chuli wenti: tiaojian
he cucheng jiegou [The problem of processing synonymous expressions in
Taiwanese-Mandarin lexicon: the case of conditional and causative construction]. Di Er
Jie Taiwan Yuyan ji Yuyanxue Guoji Yantaohui Lunwen Xuanji [Selected Papers from
the Second International Symposium on Languages in Taiwan], ed. by Shuanfan Huang,

70



529-564. Taipei: Crane.

Croft, William A. (2001). Radical Construction Grammar; Syntactic Theory in Typological
Perspective. Oxford: Oxford University Press.

Croft, William and D. Alan Cruse. 2003. Cognitive Linguistics. Cambridge University Press.

Culicover, Peter. 1999. Syntactic Nuts: Hard Cases, Syntactic Theory, and Language
Acquisition. Oxford: Oxford University Press.

Culicover, Peter W. & Ray Jackendoff. 1997. Semantic subordination despite syntactic
coordination. Linguistic Inquiry 30: 543-571.

Culicover, Peter W. & Ray Jackendoff. 1999. The view from the periphery: the English
comparative relative. Linguistic Inquiry 30: 543-571.

Culicover, Peter W. & Ray Jackendoff. 2005. Simpler Syntax. Oxford: Oxford University
Press.

Fillmore, Charles. 1988. The mechanism of ‘construction grammar’. BLS 14: 35-55.

Fillmore, Charles J. 1999. Inversion and constructional inheritance. In Gert Webelhuth,
Jean-Pierre Koenig & Andreas Kathol. (eds.) Lexical and constructional aspects of
linguistic explanation, 113-128. Stanford, Ca: CSLLI.

Fillmore, Charles, Paul Kay, and Mary Catherine O'Connor. 1988. Regularity and idiomaticity
in grammatical constructions: The case of let alone. Language 64: 501-538.

Goldberg, A. E. 1995. A construction grammar approach to argument structure. Chicago,
University of Chicago Press.

Goldberg, Goldberg. 2003. Constructions: a new theoretical approach to language. Trends in
Cognitive Sciences. 7.6: 219-224.

Goldberg, Adele E. 2006. Constructions at Work: The Nature of Generalization in Language.
Oxford University Press.

Goldberg Adele E.and Ray Jackendoff. 2004. The English Resultative as a Family of
Constructions. Language 80(3), 532-568.

HE®E.199. SAFsFMHEoN 2. w2 277 4 4F 58 (%iR). #- 54
BFE TR E e F £.253-281. A 2 gl Ao

Huang, Chu-Ren and Shen-Min Chang. 1996. Metaphor, Metaphorical Extension, and
Grammaticalization: In A. Goldberg (ed.) A Study of Mandarin Chinese -gilai. A.
Goldberg. Ed. Conceptual Structure, Discourse, and Language. Stanford: CSLI, and
Cambridge: Cambridge U. Press

Huang, Shuanfan. 1999. The emergence of a grammatical category definite article in spoken
Chinese. Journal of Pragmatics 31.1:77-94.

Huang, Shuanfan. 2000. The story of heads and tails—on a sequentially sensitive lexicon.
Language and Linguistics 1.2:79-107.

Jackendoff, Ray. 1997a. Twistin’ the night away. Language 73: 534-559.

Jackendoff, Ray. 1997b. The Architecture of the Language Faculty. Cambridge, Mass.: MIT

71



Press.

Jackendoff, Ray. 2002. Foundations of Language: Brain, Meaning, Grammar, Evolution.
Oxford University Press.

Jackendoff, R. S. 2002b. English particle construction, the lexicon, and the autonomy of
syntax. In Dehe, Nicole, Ray Jackendoff, Andrew Mclintyre and Silke Urban (eds.)
Verb-particle Explorations. 67-94.. Berlin: Mouton de Gruyter.

Jackendoff, Ray. 2005. Alternative minimalist visions of language. Talk held at the Xth
International Congress for the Study of Child Language. Berlin: Freier Univesitat. July
25-29, 2-005. To appear in Proceedings of Chicago Linguistics. Society 41.

Jackendoff , R, S, (forthcoming): Construction after Construction. 1-43.

Jackendoff, R. S. & Steven Pinker. 2005 The Nature of the Language Faculty and its
Implications for Evolution of Language (Reply to Fitch, Hauser, & Chomsky).
Cognition 97: 211-225.

Jurafsky, D. 1996. A probabilistic model of lexical and syntactic access and disambiguation.
Cognitive Science 20: 137-194.

Kay, Paul. 1998. An informal sketch of a formal architecture for construction grammar.
Proceedings of the Joint Conference on Formal Grammar, HPSG and Categorial
Grammar, Saarbriicken, Germany, ed. by Gosse Bouma, Geert-Jan Kruif, and Richard T.
Oehrle. 175-84.

Kay, Paul. 2005. Argument structure constructions and the argument-adjunct distinction. In
Mirjam Fried & Hans C. Boas (eds.) Grammatical Constructions. 71-98. Amsterdam:
John Benjamins Publishing Company.

Kay, P. & C.J. Fillmore. 1999. Grammatical constructions and linguistic generalizations: The
What’s X doing Y? construction. Language 75, 1-33

Lai, Hueiling. 2003. Hakka LAU construction: a constructional approach. Language and
Linguistics 4.2: 353-378.

Lakoff, George . 1987, Women, Fire, and Dangerous Things. Chicago: Chicago University
Press.

Lambrecht, K. 1984. Formulaicity, frame semantics, and pragmatics in German binomial
expressions. Language 60: 753-796.

Lambrecht, K. 1990. “What, me worry?” — “Mad magazine sentence’ revisit. In kira Hall,
Jean-Pierre Keonig, Michael Meachan, Sondar Reinman, Laurel A Sutton (eds.)
Proceedings of the Sixteenth Annual Meeting of the Berkeley Linguistics Society
215-228.

Li, Cherry and Leslie Fu-mei Wang. 2003. Conceptual mapping and functional shift: the case
of Taiwanese Southern Min cit-e. Language and Linguistics 4: 403-428.

3 &%.2005 AR e TES BATE ) B — RS FRORES . FFFT
23.1: 63-77.

72



Lien, Chinfa.1989. Antonymous quadrinomials in Chinese.(;# % <% = = 5 ) Journal of
Chinese Linguistics. 17: 26311306

Lien, Chinfa. 1997. 5 % & = iF w433 > 3 85 3{cf ¢ 7% 3 .(Directional
complements in Taiwanese Southern Min---a dialectal typology and a historical
perspective). AT (i) ¥ FHE N ZF 7 FFZE 5. ¥z fE 7 277 Chinese
Languages and Linguistics 1V: Typological Studies of Languages in China. 379-404.
PP TR T AT AT 6 AR~ B 2 = . Symposium Series of the Institute of
History and Philology Academia Sinica, Number 2.

Lien, Chinfa.2001. The semantic extension of tioh8 % in Taiwanese Southern Min: An
Interactive approach. Language and Linguistics. 2.2.173-202.

Lien Chinfa.2002a. Grammatical functionwords ¢, &, =, ", # and # inLi4
Jing4 Ji4 2 4iie and their Development in Southern Min. In Dah-an Ho (ed.) Papers
from the Third International Conference on Sinology: Linguistic Section. Dialect
Variations in Chinese. 179-216. Institute of Linguistics, Preparatory Office. Academia
Sinica, Taipei, Taiwan. % = & ®§ ¥ ¢ Fiz’* R RPAE(A M) FD R oA
22 T end B i, 179-216. ¢ LT IREDT BT TER e

Lien, Chinfa.2002b. Interface between construction and lexical semantics: a case study of
the polysemous word kek4 % and its congeners tin3 [, chngl %% and ke3 i in
Taiwanese Southern Min. Language and Linguistics 3: 569-588.

Lien, Chinfa. 2002c. Depictives in Taiwanese Southern Min.  Tsing Hua Journal of Chinese
Studies: A Festschrift for Professor Emeritus Kuang Mei: Linguistics. # 2 x#&#:9
> B(F 7 &) 32: 389-410.

Lien, Chinfa. 2003a. Exploring multiple functions of Choe3 # and its interaction with
constructional meanings in Taiwanese Southern Min. Language and Linguistics 4:
85-104.

Lien, Chinfa. 2003b. In search of covert grammatical categories in Taiwanese Southern Min:
a cognitive approach to verb semantics. Language and Linguistics 4: 379-402.

Lien, Chinfa.2003c. Coding causatives and putatives in a diachronic perspective. Taiwan
Journal of Linguistics 1: 1-28.

@ e 2003d. AL EERAF e Fihndrdaniz . HFYHEAT. % 64
379-410.

Lien, Chinfa.2003e. Semantic Extension in Tandem with Shifts of Constructions: Verbs of
Commercial Transaction in Taiwanese Southern Min. Lily Yiwen Su, Chinfa Lien and
Kawai Chui (eds.) Form and Function: Linguistic Studies in Honor of Shuanfan Huang.
G2 ERFGEREE(RFT AL Eﬁ%ﬁ;{;‘fiﬂ%;ﬁ?ﬁ
153-184. Taipei: The Crane Publishing Co., Ltd.

@ e% 2004 SRR FOF LD BPHF AARTRL B FH eI B FHAH T
($h) Z L ~ke- L Z5ER 2~ £ # 2 X 7 (TheJoy of Research: a Festschrift

73



in Honor of Professor William S-Y Wang on his Seventieth Birthday). 144-157. % Z:
B B X8 IR

@& 2004b. SHF R F NI ER N FREEACUN PN G F LA T 22
391-418.

i £5.2004c. BRapi~ iR 02 Eo\gig 2 37 &S FFFFERE
P Z st g (B3t g i@ s 431-450)> 93 #5 7 22 p 1 23p #¥ g,

Lien, Chinfa. 2005a. Verbs of Visual Perception in Taiwanese Southern Min: A Cognitive
Approach to Shift of Semantic Domains. Language and Linguistics 6.1: 109-132.

Lien, Chinfa. 2005b. Families of ditransitive constructions in Li Jing Ji. Language and
Linguistics 6.4: 707-737.

Lien, Chinfa. 2005c. The Dual Function of Liah8 # in Li Jing Ji. Paper presented.
Thirteenth International Annual Meeting of the International Meeting of the
International Association for Chinese Linguistics, June 9-11, 2005, Leiden, Holland.

i &4 2005d. ¢ HR 3 FHIGENFH pRA R %) AFEL F o BRI
FLrIRYAR R F > P F W o v £.295-323. o o HE LT

i &£, 2006. & 4&Lze e A s fed4p ~ #:3%. Verb Classification, Aktionsart and
Constructions in Li Jing Ji. Language and Linguistics 7.1: 27-61

F1%4 2.2005. - dhberg = - B A D VA fee 2 B P AE v #7200 61-75,

Michaelis, L. A. and Lambrecht, K. 1996. Toward a construction-based model of language
function. The case of nominal extraposition. Language 72: 215-247.

Su, Lily I-wen. 2002. Why a construction—that is the question! Concentric: Studies in
English Literature and Linguistics 28:27-42.

Tai, James H-Y. 2003. Cognitive relativism: resultative construction in Chinese. Language
and Linguistics 4.2:301-316.

HaEs 2002/ gEAp L b TR rded 23 | GF 2 FF 4 3.3:615-644.

Taylor, John R. 2002. Cognitive Grammar. Oxford University Press.

LaF, oK. 1995 AP aF 3 I @ 22T G B 2 5. FEGZ
#7 7 11: 155-168.

L, B2 %.2002. %% /M % 54 (On the Syntax and semantics of two
correlative constructions in Mandarin Chinese). # 7z #Z:; z £ 3.4: 811-838.

Williams, Edwin. 1994. Remarks on lexical knowledge. Lingua 92: 7-34.

Zwicky, Arnold. 1984. Dealing out meaning. Fundamentals of Syntactic construction. BLS 20:
611-625.

74



e 5% 3% 2 (Construction Grammar) : & 12 333 2 & 47
Lecture: Constructions in Language Use: Cases from English and Mandarin Chinese

Biqg, Yung-O. 2002. Classifier and construction: The interaction of grammatical categories and
cognitive strategies. Language and Linguistics 3.3: 521-541.

Big, Yung-O. 2004a. Construction, reanalysis, and stance: ‘V yi ge N’ and variations in
Mandarin Chinese. Journal of Pragmatics 36.9: 1637-1654.

Biqg, Yung-O. 2004b. From collocation to idiomatic expression: The grammaticalization of
hao phrases/constructions in Mandarin Chinese. Journal of Chinese Language and
Computing, 14.2. Special Issue: Corpora, Language Use, and Grammar (ed. by H. Tao).

Bybee, Joan. 2002. Main clauses are innovative, subordinate clauses are conservative:
consequences for the nature of constructions. In J. Bybee & M. Noonan (eds.), Complex
Sentences in Grammar and Discourse: Essays in Honor of Sandra A. Thompson, 1-17.
Amsterdam: Benjamins.

Bybee, Joan & Paul Hopper. 2001. Frequency and the Emergence of Linguistic Structure.
Amsterdam: Benjamins.

Chui, Kawai. 2000. Morphologization of the degree adverb HEN. Language and Linguistics

1.1: 45-59.

Couper-Kuhlen, Elizabeth, & Sandra A. Thompson. 2005. A linguistic practice for retracting
overstatements: Concessive repair. In A. Hakulinen & M. Selting (eds.), Syntax and
Lexis in Conversation, 257-288. Amsterdam: Benjamins.

Croft, William. 2005. Logical and typological arguments for Radical Construction Grammar.
In J. Ostman & M. Fried (eds.), Construction Grammars, 273-314. Amsterdam:
Benjamins

F % %.2004. “E g HEE i od BTN L. NEF T H 6.1 3544

Fillmore, Charles J., Paul Kay & Mary Catherine O’Connor. 1988. Regularity and
idiomaticity in grammatical constructions: The case of let alone. Language 64.3:
501-538.

Fillmore, Charles J., & Paul Kay. 1993. Construction Grammar coursebook. Manuscript,
UC Berkeley, Dept of Linguistics.

Hopper, Paul & Elizabeth C. Traugott. 1993. Grammaticalization. Cambridge: Cambridge
University Press.

Huang, Shuanfan. 2003. Doubts about complementation: A functionalist analysis. Language
and Linguistics 4.2: 429-455.

Kay, Paul & Charles J. Fillmore. 1999. Grammatical constructions and linguistic
generalizations: The What’s X doingY? construction. Language 75.1: 1-33.

Ostman, Jan-Ola. 2005. Construction discourse: A prolegomenon. In J. Ostman & M. Fried
(eds.), Construction Grammars, 121-144. Amsterdam: Benjamins.

75



Fg i &7, 20038, AGF 5 7% 2 i Hg T RSt msleE Y i it Y RIS 2003:
291- 302.

Tao, Hongyin. 2003b. Toward a emergent view of lexical semantics. Language and
Linguistics 4.4: 837-856.

Tao, Liang. 2002. Phono-syntactic conspiracy and beyond: grammaticalization in spoken
Beijing Mandarin. In I. Wischer & G. Diewald (eds.), New Reflections on
Grammaticalization, 277-292. Benjamins, Amsterdam.

Thompson, Sandra A. & Anthony Mulac. 1991a. A quantitative perspective on the
grammaticization of epistemic parentheticals in English. In E. Traugott and B. Heine
(eds.), Grammaticalization I, 313-339. Amsterdam: Benjamins.

Thompson, Sandra A. & Anthony Mulac. 1991b. The discourse conditions for the use of
complementizer that in conversational English. Journal of Pragmatics 15: 237-51.

Traugott, Elizabeth C. 2003. Constructions in grammaticalization. In B. Joseph & R. Janda
(eds.), The Handbook of Historical Linguistics, 624-647. Oxford: Blackwell.

76



ikl P R%E2ZAM

AT AR TR LR O N FEATARF A AR B 2 rERNEE S <R o
B g E R4 0 G gl B 0 BN DR EEYE

1. WordNet
--  Computing Cut-Off Points for Distributional Data
Parsimonious Polysemy: A Cognitive Pragmatic Study on In
-- Metaphors in Natural Corpus
- T TR BH SR AL
- R /§ e B r’**&-&* AR
Y E Y EEARAMPRE S LS Y — B PRKE 6

2. Logical Semantics
-- Quantifier Domain Restriction

3. Gender and Society (Sociolinguistics)
-- On Inform-consent Doctrine from the Inform Consent
-- Gender and Compliment Behavior: A Case Study on Taiwan College Students

4. Construction Grammar
-- The Iterative Event Construction “V-Lai-V-Khi” in Taiwanese: A Constructional
Approach
-- Interaction of Modality and Negation in Implicit Comparative Constructions: A Family
of NP1V NP2 m5 (# ) X Constructions in Hakka
-- Verbs of Removal in Hakka: Integration of Verbs and Constructions
-- The Polysemy of Mandarin Hai Revisited
-- Language of Emotion in Mandarin Discourse: A Constructional Approach
-- Hakka X tet4 Constructions: A Constructionist Approach
-- The Mental Computation in Mandarin Classifier Ge
-- A Cross-linguistic Study on English and Chinese Verbs of Cognition
-- The family of verbs of putting in Hakka: Frames and constructions
—-d T@, 344 ﬁvpv efr FEF LA
SN EREFL A ERFE O R R B

- R ﬁa:i FLAS

77



=
%
N
T
T
R
P
(\L
W
o+
P
W
£
p

Ak
Siaw-Fong Chung

Title: Computing Cut-Off Points for
Distributional Data

Abstract

Many lexical resources tend to provide a list of distributional data in descending order
indicating the top number (e.g., frequency, Mutual Information, saliency values, etc.). This
can be seen in the saliency listing of Sketch Engine (Kilgarriff and Tugwell, 2001) and the
collocation list of Mutual Information values in the Academia Sinica Corpus of Mandarin
Chinese (Chen et al., 1996). These lists of figures do not give much information regarding
which of the top words are significantly different from the bottom words or where the cut-off
point lies between the significant and insignificant lists. This paper proposes three
computational approaches to computing the cut-off points for distributional data. The findings
of this proposal will not only contribute to the building of lexical resources but will also
contribute to empirical data such as corpora analyses which often arrange lexical items in
descending order without specifying which of the top few are the most important ones. In
addition, this proposal also suggests modification to the present lexical resources such as
Sinica Corpus, the Sketch Engine and WordNet so that the arrangement of descending
distributional data can also suggest cut-off points for the top significant ranks.

1.0 Introduction

Many lexical resources tend to provide a list of distributional data in descending order
indicating the top number (e.g., frequency, Mutual Information, saliency values, etc.). This
can be seen in the saliency listing of Sketch Engine (Kilgarriff and Tugwell, 2001) and the
collocation list of Mutual Information values in the Academia Sinica Corpus of Mandarin
Chinese (Chen et al., 1996). These lists of figures do not give much information regarding
which of the top words are significantly different from the bottom words or where the cut-off
point lies between the significant and insignificant lists. This paper proposes three
computational approaches to computing the cut-off points for distributional data. The findings
of this proposal will not only contribute to the building of lexical resources but will also
contribute to empirical data such as corpora analyses which often arrange lexical items in
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descending order without specifying which of the top few are the most important ones. In
addition, this proposal also suggests modification to the present lexical resources such as
Sinica Corpus, the Sketch Engine and WordNet so that the arrangement of descending
distributional data can also suggest cut-off points for the top significant ranks.

Lexical resources such as WordNet provide a good reference for taxonomy and
thesaurus. WordNet 2.1 (online at http://wordnet.princeton.edu/) provides the search option of
display by “high frequency count” (see Figure 1) below. This frequency count is the ordering
of the most frequent sense to the least frequent sense (Tengi, 1999) that is computed using a
semantic concordance created by Landes, Leacock and Tengi (1999) based on two corpora —
the Brown corpus and Stephen Crane’s novella entitled The Red Badge of Courage.

Figure 1: Search Display Option in WordNet 2.1

WordNet Search-2.1

Eeturn to Wordiet Home

GHossary - Help

SEARCH DISPLAY OPTICNS: | (Select option to change) v | Change
[Select option to change)

] Hide Example Sentences ardhlet
Enter a word to search for: |love Hide Glasses :

Hide Fraguency Count.
EEY: "5:" = Show Synset (sernant{ Show Database Location®
Show Lexical File Infa
Show Lexical File Mumbers
Show Sense Keys

Show Sense Numbers _
42) 2 (n) love (a strong postive emotion of regard and alfection) "kis love for kis work": "

(33 2 (n) love, passion (any object of warm affection or devotion) "the theaier was her firsi
{23 5. (n) beloved, dear, dearest, loved one, honey, love (a beloved person; used as terms of e
{13 2. (n) love, sexual lowe, erofic lowe (a deep feeling of sexual desire and attraction) "their Jo
iz first love"

2. (n) love (a score of zero i tennis or squash) " was 40 love "

of 5 (n) sexual love, lovemaking, making love, love, love Ife (sexual activities (often mchiding sex|
disgusted her"; "he hadn't had any love in months"; "he has a very complicaied love life

Noun

Form Figure 1, one can see that the sense frequencies for ‘love’ are 42, 3, 2 and 1.
Usually, most people will say that the first sense is the most prototypical sense and the other
senses are considered less prominent. This conclusion is based on the big gap between 42 and
the rest of the number. This shows that there is a cut-off point after 42 but this cut-off point is
based on intuition. However, for listings that do not have obvious gap between the frequencies,
intuition may not help in deciding the cut-off points. Therefore, this proposal suggests that
there should be some objective methods to help determine the cut-off points for any kind of
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distributional listings which have more number of words than in Figure 1.

Finding this cut-off point is important in linguistics research as most lexical resources,
including British National Corpus, Academia Sinica Corpus of Mandarin Chinese and the
Sketch Engine, only provide either word lists or collocate lists in descending order. Most
people will only look at the top few and ignore the rest. This proposal suggests three ways to
find out how many of the top few results are considered significant and which are considered
insignificant. These three methods are based on the characteristics of the distributional listings,
which usually follow Zipf’s law (Zipf, 1932) which says that the most frequent value is most
likely to be twice as much as the second most frequent value. The following will first explain
the characteristics of the distributional lists.

2.0 Characteristics of Descending Distributional Listings

When a sample size is large enough, the results of a frequency listing is like to be in a
distributional pattern. Most frequency list follows the pattern of the Zipf’s law, where the top
few are usually very high and there will be a sudden drop of number such that in (1).
(1) The Collocates for FEF= at the Subject Position in the Sketch Engine

subject Frequency Saliency

F}?F"[ 37 28.94
% 3 27.53
K] 12 18.97
= 6 15.37
A7 2 12.2
e 2 7.58
It~ 2 6.5
A 2 6.1
i 3 6.02
FARES 2 5.6
SETEY 2 5.34
| He 2 4.27

For example, in the saliency list in (1), there is a sudden drop from 12.2 to 7.58. This
relatively huge gap may mean that there is a cut-off point where the significant ones (above
12.2) can be separated from the insignificant ones (below 12.2). The pattern for the list of
words in (1) when plotted in graph will be such in Figure 2 below, where the x-axis is the
‘Chinese subject’ and the y-axis is the “saliency’ (Figure 2 uses the rank of the Chinese word
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to represent the Chinese character — rank 1, 2, 3...). All these Chinese words are the
collocates of *FEFE,

Figure 2: Pattern of Distributional Data following Zipf’s Law

1.2

4

1 4

L 4

0.8

0.6 mant 161/}
0.4

0.2

0
1 46 91 136181 226271 316 361 406 451 496

The function for the type of graph in Figure 2 such that in (2), where any point in the
graph will be (x, f(x)). x is the rank of Chinese subjects on the x-axis and f(x) is the function
to calculate the value on the y-axis.

2 ()= —
Using this formu., this paper proposes three ways to find a point that separates any
distributional listing into two lists, i.e., significant and insignificant lists. The purpose of
doing this is to find out which among the list should be considered significant and which to be
insignificant.

3.0 Finding Cut-Off Points

The three methods suggested to find the cut-off points are: (a) calculating shortest
distance from the start point (0, 0); finding the most slanted slope between the x-axis and the
y-axis; and (c) utilizing a base-line of random occurrences of collocates (Chinese subjects)
with ~FEIE These three methods are represented in Figure 3 where the y-axis shows the
saliency values and the x-axis shows the rank of Chinese words according to highest to
lowest.
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Figure 3: Three Ways to find Cut-off Point

0.3
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02 t
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Methods (a) and (b) are based on the assumption that there is a point where the curve
changes the most when it goes down the y-axis to the x-axis. Method (c) is
experimental-based, and a baseline is needed.

Methods (a) can be answered by calculating the position of (w, z) where it is of shortest
distance from (0, 0). This is because when every line departs from the starting point of (0,0),
there will be a line that is the shortest distance from the curve. The point where this line
touches the curve is the point where the curve changes the most from the y-axis to the x-axis.

Method (b) calculates the most slanted slope between the x-axis and the y-axis. When
the slope is most slanted, the possibility is high that the curve changes the most at a certain
point (w, z). This is because the higher the curve on the y-axis, the more vertical the slope will
be. Moreover, the further the curve moves away from (0, 0) on the x-axis, the more horizontal
the slope will be. Therefore, the most slanted slope between the vertical and horizontal will be
the possible cut-off point representing where the curve has changed the most.

Method (c) is more complicated. It forms a baseline where all occurrences above the
line are considered significant. It is important to note that Figure 3 means the in interaction
between Chinese words (the x-axis) and saliency values (the y-axis) while the Chinese words
are the collocates of the searched word (F£7%), Therefore, one possible way to find a case
where x and y are accidental is to count the occurrences when F£E7= and these collocates
are random. The means that the baseline is formed by plotting the saliency value of random
co-occurrences of *#EFE and each of the collocates in the graph. These random
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co-occurrences must exclude those that occur in a grammatical relation shown in (1) above.

To find out this random patterns of #£¥£ and each of the collocates, the paper
proposes to look for the frequency of “3EF£ and each of the collocates in random five
sentences before and after ~7=#£ (but not in a grammatical relation such as modifier, subject,
object, etc.). This means that when both these words occur in the same text and they are not in
any grammatical relation, their occurrences are likely by chance. Therefore, by plotting
co-occurrences that happen by chance, one is able to claim that all saliency values that above
the chance level is significant. That means that, in Figure 3, all Chinese words with their
saliency values above line (c) are under the significant list, while the rest are under the
insignificant list. This third method is experimental-based and should be more precise that the
previous two methods. However, this method is also the most complicated where the internal
program of the Sketch Engine has to be used in order to calculate the saliency values.

4.0 Conclusion

The above proposes three methods to help linguists to work further with their empirical
linguistic data which are of distributional pattern. The reason why this proposal emphasizes
finding significant list is because most empirical studies do not know where to stop listing
results from listings such as frequency list. Most studies tend to list the top few and the
number of the top few depends on the choice of the researchers. If there are criterion-based
methods to find out the cut-off points for the frequency lists, subjectivity will be reduced in
terms of choosing which top few words to be selected. Furthermore, most lexical resources
provide wordlists according to different criteria such as frequency, Mutual Information values,
collocation, saliency values, etc. None has suggested which of the top few listed should be
looked at. This proposal, therefore, deals with the general problems of these listings and
suggests three possible ways to solve the problem. Future work suggests incorporation of
these cut-off points in lexical resources such as Sinica Corpus, the English and Chinese
Sketch Engine, etc. This proposed idea should have great contribution to computational
linguists, researchers needing statistical ways to analyze linguistic data, and researchers who
need to run psycholinguistic experiments related to word meaning.

Acknowledgements

I would like to thank Professor Chu-Ren Huang, Professor Chong-Ping Cheng, Dr. Laurent
Prévot and Petr Simon for contributing to the ideas presented in this research proposal as well
as their support in helping implement these ideas. I would also like to thank Professor
Kathleen Ahrens for commenting on and editing this proposal. Remaining errors are my sole
responsibility.

83



References

Chen, Keh-jiann, Chu-Ren Huang, Li-ping Chang, and Hui-Li Hsu. 1996. “Sinica Corpus:
Design Methodology for Balanced Corpora.” In. B.-S. Park and J.B. Kim (Eds).
Proceeding of the 11th Pacific Asia Conference on Language, Information and
Computation. Seoul:Kyung Hee University. pp.167-176.

Kilgarriff, Adam and David Tugwell. 2001. “WORD SKETCH: Extraction and Display of
Significant Collocations for Lexicography.” In the Proceedings of the ACL Workshop on
COLLOCATION: Computational Extraction, Analysis and Exploitation. Toulouse, July:
32-38.

Landes, Shari, Claudia Leacock, and Rendee | . Tengi. 1999. “Building Semantic
Concordance.” In Christiane Fellbaum. (Ed.). WordNet: An Electronic Lexical Database.
MIT: Cambridge, Mass. and London, England. pp. 199-216.

Tengi, Randee 1. 1999. “Design and Implementation of the WordNet Lexical Database and
Searching Software.” In Christiane Fellbaum. (Ed.). WordNet: An Electronic Lexical
Database. MIT: Cambridge, Mass. and London, England. pp. 105-127.

Zipf, George Kingsley. 1932. Selected Studies of the Principle of Relative Frequency in
Language. Cambridge (Mass.).

84



Shu-mei Chiang (3 4+#%)
National Chengchi University

Interaction of Modality and Negation in Implicit Comparative Constructions:
A Family of NP; V NP, m5 (/) X Constructions in Hakka

Abstract
This study, after adopting the constructional approach (as proposed by Goldberg

1995, Jackendoff 1997, Goldberg & Jackendoff 2004, among others), which declares
that construction itself should be taken as a meaning-bearing unit, will probe into the
syntactic and semantic subtleties of a family of NP; V NP, m5 X constructions in Hakka.
The covarying relations among NP1, V, NP, and m5 X will be examined. With a closer
scrutiny of modality and negation, mapping of conceptual structure and syntactic
structure, and pragmatic implication, this study gives a complete account of the
regularities and idiosyncrasies exhibited by the family of Hakka NP,V NP, m5 X
constructions.

Keywords: Hakka, constructional approach, modality, negation, argument structure,
conceptual structure, verb decomposition, comparative meaning

One unusual sentence pattern in Hakka attracts our attention to conduct this study.
Consider the sentence A5-yinl zeu2 a5-ming5 m5 ngiang5 (7t & 2 k) “Ayin cannot
run as fast as Aming’. This sentence contains an intransitive verb zeu2 (£-) ‘to run’ which is a
one-place predicate taking only one argument (the runner) as its subject. However, in this
sentence, the verb zeu2 is followed by another argument referring to the entity with whom the
subject races. This noun phrase in the post-verbal position, instead of being the argument of
the preceding one-argument verb, is licensed by the whole construction. The constructional
meanings involving the “competing” and “comparative” senses are driven by the interaction
of the elements in this schematic construction, including the participants, the action, and the
intended result. In addition to the peculiarities mentioned above, dynamic modality concerned
with the ability of the subject of the sentence, deontic modality concerned with the permission
of the external authority, and the epistemic modality expressing the speaker’s judgment
toward the proposition are also displayed by this construction (cf. Palmer 1999, 2001).
Because of the presence of the negation marker m5 (%), this construction refers to the
situation in which the subject is unable to achieve the goal of winning the opponent. It
implicates that compared to the post-verbal NP, the subject’s running speed is slower. Such a

85



modality sense and implicit comparative implication do not come from any single component
of the construction but is contributed by the construction holistically. Such an observation is
in accord with the tenets of Construction Grammar.

According to Goldberg (2003), constructional approach that emerged in the past 10-15
years allows linguistic observations about form-meaning pairings, known as ‘constructions’,
to be stated directly. It is the constructionists” aim to account for the full range of linguistic
phenomena without assuming that a particular subset of the data should appeal to a privileged
‘core’, which the generative approach believes to be the predicate of the sentence. Instead, the
construction-based approach claims that the meaning of the construction is determined by the
integration of all the components of the construction holistically (cf. Goldberg (1995),
Jackendoff (1997), Goldberg & Jackendoff (2004), among others). Goldberg holds a strong
claim that “any linguistic pattern is recognized as a construction as long as some aspect of its
form or function is not strictly predictable from its component parts or from other
constructions recognized to exist” (Goldberg 2003: 219). Moreover, the constructionist
framework lays special emphasis on the semantics and distribution of particular words,
grammatical morphemes, and cross-linguistically unusual phrasal patterns. The covariational
conditional construction in English (e.g. The more you think about it, the less you understand.)
can be taken as an example of an unusual pattern. This construction involves an independent
variable (identified by the first phrase) and a dependent variable (identified by the second
phrase). It should be noted that the word the normally occurs preceding a noun phrase, while
in this case, it requires a comparative phrase which is not classified as a noun phrase or clause.
The requirement that these two phrases be juxtaposed without conjunction is another
non-predictable aspect of the pattern.

Goldberg (2006) states that constructions exist in every language. They are essential to an
effective account of both unusual or especially complex patterns and they may be invoked to
account for the basic, regular patterns of the language as well. Cross-linguistically, such a
constructional view is adopted by many researchers to examine linguistic phenomena. For
instance, Goldberg & Jackendoff (2004) propose that a family of related constructions is
required to account for the distribution of English resultatives. Many sub-regularities,
including argument linking, aspectual structure, and temporal relations, as well as
idiosyncrasies are found among these sub-constructions. In addition, assuming the
constructional approach, Lai (2003) examines the multiple functions of Hakka LAU
constructions, including comitative, goal, source, benefactive, and patient functions. It is
claimed that these various senses associated with LAU NP are closely related to the
interaction between the components of the LAU construction---including the predicate, the
participants of the event, and the aspectual feature. Moreover, Lien (to appear) studies bong2
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() construction in Taiwanese Southern Min and presents the semantic and pragmatic
functions evoked by this construction. It is found that this construction expresses a concessive
meaning and gradable semantic properties which can be explicated in terms of a scalar model.
An important pragmatic or discourse function as a downtoner used in understatement is
carried by this construction as well. In line with these studies, this paper intends to explore the
subtleties involved in a5-yinl zeu2 a5-ming5 m5 ngiang5 (7 A FF 2 k) *Ayin cannot
run as fast as Aming.’ construction as well as the sub-constructions involved in this schematic
NP; V NP, m5 (#/) X construction in Hakka.

In addition to the sentence exemplified above, a family of NP1 V NP, m5 X constructions
in Hakka is found and illustrated by the following examples.

(1) a  ehEl U -
Ng5 sung2  a5-gungl mS tungl.
You push grandfather NEG move?
“You are too small to push Grandfather to move.’

b ye{7Iw 2, -
Ng5 da2 a5-gungl m5 do2.
You hit grandfather NEG PHA
‘Grandfather is too tall for you to touch (his head).’

(2) a SEHIEE 2 -
Lia2 gien5  vuk4 hiet8 ngin5 m5 det4.
This CL house  live people NEG POT
“This house is too run-down for people to live.”

b. IR S 2T
Dol-e2 cii5 ngins5  mb5 si3l.
Knife-SF kill people NEG die
“The knife is too dull to stab people to death.’

% The data presented in this paper are mainly based on Si3yen3 Hakka dialect. The Manual of Taiwan Hakka
Tongyong Romanization System (f}?ﬁ‘éﬁ’%iﬂE'Jiﬁﬁ ff0 "' 1= 1) proclaimed by Ministry of Education in 2003 is
rendered for the data. The tone is marked as follows: 1, rising tone; 2, falling tone; 3, high level tone; 4, short
low tone; 5, low level tone; 8, short high tone. The following abbreviations are used for grammatical functions:
CL, classifier; NEG, negative marker; PHA, phase marker; POT, potential marker; PERM, permission marker;
SF, suffix.

87



As shown in the examples above, several major sub-constructions are involved. First,
the most prototypical sub-construction is shown in (1), in which the argument in the NP;
position (e.g. you) is an agent performing an action denoted by the V, the NP, position is filled
with a patient (e.g. Grandfather) that is a potential undergoer of the result of the action. X can
be either a resultative predicate (e.g. tungl g ‘to move’) or a phase marker denoting the
achievement of the action (e.g. do2 =), and m5 X indicates either the unfulfillment of the
result upon the patient as in (1a) or the agent’s inability to achieve the goal as in (1b). The
other sub-construction is illustrated in (2). Different from previous cases, the NP; position,
instead of being an agent, is filled with a location or an instrument, and NP, can be either a
theme placed in the location as in (2a) or a patient undergoing the effect of the action as in
(2b). Moreover, m5 X, whereby X can be either a predicate or a potential marker, negates
NP;’s potentiality to achieve the goal. On top of the syntactic and semantic peculiarities,
epistemic modality concerning the speaker’s judgment toward the proposition, deontic
modality concerned with the permission of external authority or dynamic modality involving
the ability of the NP; entity are displayed by all of these sub-constructions. In addition, these
sub-constructions are located on a substantive-schematic continuum (cf. Fillmore et al. 1988).
For instance, both NP; and NP, range from a full-fledged noun phrase to a pronoun, And X
can be filled with elements from full-fledged predicates to phase markers or potential
markers.

In addition, although not shown in the surface construction, this family of NP; V NP,
m5 X constructions implicates certain comparative meaning. This implicit comparative
meaning is realized in the parallel English translation with the phrases ‘not enough to...’,
‘t00...t0..." or “‘not as...as...” in the previous examples. Specifically speaking, certain value of
NP; is less than a standard of comparison for NP; to fulfill the intended result. Furthermore,
all of the sub-constructions show both implicative and non-implicative readings (cf. Karttunen
1971, Hacquard 2005). In other words, the speaker may imply that the action denoted by the
verb or the intended result denoted by X fails to be fulfilled in the actual world or merely in
some possible worlds. Therefore, the sentence dol-e2 cii5 ngin5 m5 si2 (7 /& 'Jl| > #%=- )
“The knife wasl/is too dull to stab people to death.” have both episodic reading (Yesterday, the
knife was not able to stab people to death.) and generic reading (In general, the knife is not
able to stab people to death. But in some possible conditions, the knife can stab people to
death.).

This study, after adopting the constructional approach (as proposed by Goldberg 1995,
2006, Jackendoff 1997, Goldberg & Jackendoff 2004, among others), which declares that
construction itself should be taken as a meaning-bearing unit, will probe into the syntactic and
semantic subtleties of this schematic construction involving the covarying relations among
NP3, V, NP,, and m5 X. With a closer scrutiny of modality, negation, verb decomposition,
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mapping of conceptual and syntactic structures, and implicit comparative meanings, this study
intends to give a complete account of the regularities and idiosyncrasies exhibited by the
family of Hakka NP; V NP, m5 X constructions.
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